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The dCache Book: for 1.9.5-series

Abstract

The dCache Book is the guide for administrators of dCache systems. The first part describes the installation of a
simple single-host dCache instance. The second part describes the components of dCache and in what ways they can
be configured. This is the place for finding information about the role and functionality of components in dCache as
needed by an administrator. The third part contains solutions for several problems and tasks which might occur during
operating of adCache system. Finally, the last two parts contain a glossary and a parameter and command reference.
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Inthis part isintended for people who are new to dCache. It gives an introduction to dCache, including how
configure a simple setup, and details some simple and routine administrative operations.




Chapter 1. Introduction

dCache isadistributed storage solution. It organises storage across computers so the combined storage can
be used without the end-users being aware of on precisely which computer their data is stored; end-users
see simply alarge amount of storage.

Because end-users need not know on which computer their datais stored, their data can be migrated from
one computer to another without any interruption of service. This allows dCache storage computers to be
taken out of service or additional machines (with additional storage) to be added without interrupting the
service the end-users enjoy.

dCache supports requesting data from atertiary storage system. A tertiary storage system typically uses a
robotic tape system, where data is stored on a tape from alibrary of available tapes, which must be loaded
and unloaded using a tape robot. Tertiary storage systems typically have a higher initial cost, but can be
extended cheaply by added additional tapes. This results in tertiary storage systems being popular where
large amounts of data must be read.

dCache a so provides many transfer protocols (allowing usersto read and write to data). These have amodu-
lar deployment, allowing dCache to support expanded capacity by providing additional front-end machines.

Another performancefeature of dCacheis hot-spot datamigration. In this process, dCachewill detect when a
few filearebeing requested very often. If thishappens, dCache can make duplicate copies of the popular files
on other computers. This alows the load to be spread across multiple machines, so increasing throughput.

Theflow of datawithin dCache can also be carefully controlled. Thisisespecially important for large sitesas
chaotic movement of data may lead to suboptimal usage; instead, incoming and outgoing data can be mar-
shaled so they use designated resources; allowing better throughput and guaranteeing end-user experience.

dCache provides a comprehensive administrative interface for configuring the dCache instance. Thisis de-
scribed in the later sections of this book.

Cells and Domains

dCache, as distributed storage software, can provide a coherent service using multiple computers or nodes
(the two terms are used interchangeable). Although dCache can provide a complete storage solution on a
single computer, one of its strengths is the ability to scale by spreading the work over multiple nodes.

A cell isdCache’ s most fundamental executable building block. Even asmall dCache deployment will have
many cellsrunning. Each cell has a specific task to perform and most will interact with other cellsto achieve
it.

Cdlls can be grouped into common types; for example, pools, doors. Cells of the same type behave in a
similar fashion and have higher-level behaviour (such as storing files, making filesavailable). Later chapters
will describe these different cell types and how they interact in more detail.

There are only afew cells where (at most) only asingle instance is required. The majority of cellswithin a
dCacheinstance can have multipleinstances and dCacheisdesigned to allow | oad-bal ancing over these cells.

A domainisacontainer for running cells. Each domain runsinitsown JavaVirtual Machine (JV M) instance,
which it cannot share with any other domain. In essence, adomainisaJvVM with the additional functionality
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necessary to run cells (such as system administration and inter-cell communication). Since domains running
on the same node and each have an independent JVM, they share the node' s resources such as memory,
available CPU and network bandwidth.

dCache comeswith a set of domain definitions, each specifying auseful set of cellsto run within that domain
to achieve a certain goal. These goals include storing data, providing a front-end to the storage, recording
filenames, and so on. The list of cells to run within these domains are recommended deployments: the vast
majority of dCache deployments do not need to alter these lists.

A node is free to run multiple domains, provided there's no conflicting requirement from the domains for
exclusive access to hardware. A node may run a single domain; but, typically a node will run multiple
domains. The choice of which domains to run on which nodes will depend on expected load of the dCache
instance and on the available hardware. If this sounds daunting, don’t worry: starting and stopping adomain
is easy and migrating a domain from one node to another is often as easy as stopping the domain on one
node and starting it on another.

dCache is scalable storage software. This means that (in most cases) the performance of dCache can be
improved by introducing new hardware. Depending on the performance issue, the new hardware may be
used by hosting adomain migrated from aoverloaded node, or by running an additional instance of adomain
to allow load-balancing.

Most cells communicate in such a way that they don't rely on in which domain they are running. This
allowsasite to move cellsfrom one domain to another or to create new domain definitions with some subset
of available cells. Although thisis possible, it is rare that redefining domains or defining new domains is
necessary. Starting or stopping domainsis usualy sufficient for managing load.

Figure 1.1. ThedCache Layer Model
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. Storage Resource Mqr.
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The layer model shown in Figure 1.1, “The dCache Layer Model” gives an overview of the architecture of
the dCache system.
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Thefirst section describes the installation of afresh dCache instance using RPM files downloaded from the
dCache home-page [http://www.dcache.org]. It isfollowed by a guide to upgrading an existing installation.
In both cases we assume standard requirements of a small to medium sized dCache instance without an
attached tertiary storage system. The third section contains some pointers on extended features.

Installing a Single Node dCache Instance

Inthefollowing theinstallation of asingle node dCacheinstance will be described. The Chimeraname space
provider, some management components, and the SRMneed a PostgreSQL server installed. We recommend
running this PostgreSQL on the local node. The first section describes the configuration of a PostgreSQL
server. After that the installation of Chimera and of the dCache components will follow. During the whole
installation process root access is required.

Prerequisites

In order to install dCache the following requirements must be met:

» An RPM-based Linux distribution is required for the following procedure. For Debian derived systems
the RPM may be converted to a DEB using alien. Solaris is supported using either the Solaris package
or the tarball.

e dCache 1.9 requires Java 1.5 or 1.6 SDK. We recommend Java 1.6. It is recommended to use the newest
Javarelease available within the rel ease series used.

e PostgreSQL must be installed and running. See the section called “Installing a PostgreSQL Server” for
more details. It is strongly recommended to use version 8 or higher.

Installation of the dCache Software
The RPM packages may be installed right away, for example using the command:

[root] # rpm-ivh dcache-server-version-rel ease.i386.rpm
[root] # rpm-ivh dcache-client-version-release.i386.rpm

The actual sources lie at http://www.dcache.org/downloads.shtml. To install for example Version 1.9.4-2
of the server you would use this:

[root] # rpm-ivh http://ww.dcache. or g/ downl oads/ 1. 9/ dcache-server-1. 9. 4-2. noarch. rpm

The Client can be found in the downl oad-section of the above url, too.
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Readying the PostgreSQL server

Y ou must configure PostgreSQL for use by dCache and create the necessary PostgreSQL user accounts and
database structure. This section describes how to do this.

Configuring the PostgreSQL server

Using a PostgreSQL server with dCache places a number of requirements on the database. This section
describes what configuration is necessary to ensure PostgreSQL operates so dCache can useiit.

Restarting PostgreSQL

If you have edited PostgreSQL configuration files, you must restart PostgreSQL for those changes
to take effect. On many systems, this can be done with the following command:

[root] # /etc/init.d/ postgresqgl restart

Enabling TCP connections

| mportant
For Versionsof PostgreSQL newer than 8.0 the TCP connections are already enabled and this section
has to be ignored.

When connecting to PostgreSQL, dCache will aways use TCP connections. So, for dCache to use Post-
greSQL, support for TCP sockets must be enabled. Werealize UNIX domain sockets are easier to work with
from asecurity point of view, however thereisno way to use UNIX domain sockets from a Javaapplication.

In contrast to dCache, the PostgreSQL stand-alone client application psgl can connect using either a TCP
socket or viaaUNIX domain socket. Because of this, itiscommon for PostgreSQL to disable TCP sockets by
default, requiring the admin to explicitly configure PostgreSQL so connecting viaa TCP socket is supported.

To enable TCP sockets, edit the PostgreSQL configuration file post gr esql . conf. This is often
found inthe/ var/ i b/ pgsql / dat a, but may be located elsewhere. Y ou should ensure that the line
t cpi p_socket issettotrue; for example:

t cpi p_socket = true

Enabling local trust

Perhaps the simplest configuration is to allow password-less access to the database and the following doc-
umentation assumes thisis so.

To allow local users to access PostgreSQL without requiring a password, ensure the file pg_hba. conf
usualy located in/ var /| i b/ pgsql / dat a, contains the following lines.

| ocal al | al | trust
host al l al | 127.0.0.1/32 trust
host al | al | 1:1/128 trust
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Note

Please note it is also possible to run dCache with all PostgreSQL accounts requiring passwords.

Configuring Chimera

Chimeraisalibrary providing a hierarhical name space with associated meta data. Where poolsin dCache
store the content of files, Chimera stores the names and meta data of those files. Chimera itself stores the
datain arelationa database. We will use PostgreSQL in this tutorial.

Note

dCache used to use another name space implementation called pnf s. pnf s is still available, we
do however recommend that new installations use Chimera.

Initialize the database
Create the Chimera user and database and add the Chimera-specific tables and stored procedures:

[root] # createdb -U postgres chinera
CREATE DATABASE

[root] # createuser -U postgres --no-superuser --no-createrole --createdb --pwpronpt chinera
Enter password for new role:

Enter it again:

CREATE ROLE

[root] # psql -U chimera chimera -f /opt/d-cache/libexec/chimeralsql/create.sql

psql : / opt/d-cache/ | i bexec/ chimeral/ sql/create.sql:23: NOTICE: CREATE TABLE / PRI MARY KEY will create
implicit index "t_inodes_pkey" for table "t_inodes"

CREATE TABLE

psql : /opt/d-cache/ | i bexec/ chi meral/sql/create.sql:35: NOTICE: CREATE TABLE / PRI MARY KEY will create
inmplicit index "t_dirs_pkey" for table "t_dirs"

CREATE TABLE

psql : /opt/ d-cache/ | i bexec/ chi meral/ sql /create.sql:45: NOTICE: CREATE TABLE / PRI MARY KEY will create
implicit index "t_inodes_data_pkey" for table "t_inodes_data"

many more like this...

INSERT 0 1

many more like this...

INSERT 0 1

CREATE | NDEX

CREATE | NDEX

psql : / opt/d-cache/ | i bexec/ chi meral/ sql/create.sql:256: NOTICE: CREATE TABLE / PRI MARY KEY will create
inplicit index "t_storagei nfo_pkey" for table "t_storagei nfo"

CREATE TABLE

psql : / opt/d-cache/ | i bexec/ chimeral/sql/create.sql:263: NOTICE: CREATE TABLE / PRI MARY KEY will create
implicit index "t_access_|latency_pkey" for table "t_access_| atency"

CREATE TABLE

psql : / opt/d-cache/ | i bexec/ chi meral/ sql/create.sql:270: NOTICE: CREATE TABLE / PRI MARY KEY will create
inplicit index "t_retention_policy_pkey" for table "t_retention_policy"

CREATE TABLE

psql : / opt/d-cache/ | i bexec/ chimeral/ sql/create.sql:295: NOTICE: CREATE TABLE / PRI MARY KEY will create
implicit index "t_locationinfo_pkey" for table "t_|ocationinfo"

CREATE TABLE

psql : /opt/d-cache/ | i bexec/ chi meral/sql/create.sql:311: NOTICE: CREATE TABLE / PRI MARY KEY will create
inmplicit index "t_locationinfo_trash_pkey" for table "t_locationinfo_trash"

CREATE TABLE

CREATE | NDEX

psql : /opt/d-cache/ | i bexec/ chi meral/ sql/create.sql:332: NOTICE: CREATE TABLE / PRI MARY KEY will create
inplicit index "t_acl_pkey" for table "t_acl"

CREATE TABLE

CREATE | NDEX
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[root] # createlang -U postgres plpgsql chinera
[root] # psqgl -U chinmera chinera -f /opt/d-cache/libexec/chinmeral/sql/pgsql-procedures.sq
CREATE FUNCTI ON

CREATE FUNCTI ON

CREATE FUNCTI ON

CREATE TRI GGER

CREATE FUNCTI ON

CREATE TRI GGER

CREATE SEQUENCE

CREATE FUNCTI ON

CREATE TRI GGER

Database connection settings can be customizedin/ opt / d- cache/ confi g/ chi ner a- confi g. xm
Specifically you should change the user to “chimera’.

<?xm version="1.0"?>
<confi g>
<db fsid="0" url="jdbc:postgresql://|ocal host/chi nera?prepareThreshol d=3" drv="org. post gresql
.Driver" user="chinera" pass="" dial ect="PgSQ" />
<nf s>
<port >2049</ port >
<l ogLevel >0</ | ogLevel >
<l ogFi | e>/ t mp/ hi nera. | og</| ogFi | e>
</ nfs>
</ config>

Mounting Chimera through NFS

Although most components in dCache access the Chimera database directly, some rely on a mounted file
system for access. The mounted file system is also nice for administrative access. This offersthe opportunity
to use OS-level toolslike Isand mkdir for Chimera. However, direct 1/O-operations like cp are not possible,
sincethe NFSV 3 interface provides the namespace part only. This section describes how to start the Chimera
NFS3 server and mount the name space.

Chimera NFS server uses/ et ¢/ export s file to manage exports. So it has to exist or be created. The
typical export s filelookslike this:

/1 ocal host (rw)

/ pnfs

# or

# /pnfs *.ny.domai n(rw)

Since Chimerais coupled with dCache it uses the same configuration file and won’t start without it. So copy
the/ opt / d- cache/ et ¢/ dCacheSet up. t enpl at eto/ opt / d- cache/ confi g/ dCacheSet -

up.
Note

On some linux distributions you might have to switch the portmap daemon off before starting
chimera:

[root] # /etc/init.d/ portnap stop
St oppi ng portmap: portnap

Start it via script:
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[root] # /opt/d-cache/libexec/chimeralchimera-nfs-run.sh start

To automate the launching of that script at startup time, link to it from/ et ¢/ i ni t . d/ . Then announce
it to chkconfig:

[root] # chkconfig --add chinmera-nfs-run.sh
[root] # chkconfig chinmera-nfs-run.sh on

First we create the root of the Chimera namespace, called 'pnfs’ for legacy reasons.

[root] # /opt/d-cache/libexec/chimeralchinmera-cli.sh Mdir /pnfs

Now we need to add directory tags. For more information on tags see the section called “ Directory Tags’.:

[root] # /opt/d-cachel/libexec/chimeral/chinmera-cli.sh Mdir /pnfs/your domain
[root] # /opt/d-cache/libexec/chimeralchimera-cli.sh Mdir /pnfs/your donein/data

[root] # echo "chimera" | /opt/d-cache/libexec/chineral/chinmera-cli.sh Witetag /pnfs/your donain
/data sG oup
[root] # echo "StoreNane sql" | /opt/d-cache/libexec/chimeral/chinera-cli.sh Witetag /pnfs/your do

mai n/ dat a OSMrenpl at e

If you plan to use dCap with mounted file system instead of the URL-syntax (e.g. dccp/ pnf s/ desy. de/
data/filel/tnp/filel), weneedtomount the root of Chimeralocally (remote mounts are not al-
lowed yet). Thiswill allow usto establish wormhole files so dCap clients can discover the dCap doors.

[root] # nount |ocal host:/ /mt

[root] # nkdir /mmt/admi n/etc/config/dCache

[root] # touch /mt/adm n/etc/config/dCache/ dcache. conf

[root] # touch /mt/admi n/etc/config/dCache/'.(fset)(dcache.conf)(io)(on)
[root] # echo "door host:port" > /mt/adm n/etc/config/dCache/ dcache. conf

The default values for ports can be found in Chapter 31, dCache default port values. They can be altered
in/ opt/ d- cache/ confi g/ dCacheSet up

The configuration is done now, so unmount Chimera:

[root] # unount /mt

Please note that whenever you need to change the configuration, you have to remount the root | ocal -
host : / toatemporary location like/ nmt .

The “user's view” of Chimera is automatically mounted by the dCache init script. Y ou have to make sure
that the mountpoint is created on the machine (/ pnf s). Chimera can be mounted manually with:

[root] # nkdir /pnfs
[root] # mount |ocal host:/pnfs /pnfs

Creating users and databases for dCache

The dCache components will access the database server with the user srmdcache which can be created with
the createuser; for example:
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[root] # createuser -U postgres --no-superuser --no-createrole --createdb --pwpronpt srndcache

Several management components running on the head node aswell as the SRMwill use the database dcache
for state information:

[root] # createdb -U srndcache dcache

There might be several of these on several hosts. Each is used by the dCache components running on the
respective host.

[root] # createdb -U srndcache conpanion
[root] # psql -U srndcache conpanion -f /opt/d-cache/etc/psql_install_conpanion. sql

If the resilience feature provided by the replica manager is used, the database “replicas’ has to be prepared
on the head node with the command:

[root] # createdb -U srndcache replicas
[root] # psql -U srndcache replicas -f /opt/d-cache/etc/psqgl_install_replicas.sql

Note
Note that the disk space will at least be cut in half if the replica manager is used.

If the billing information should also be stored in a database (in addition to files) the database billing has
to be created:

[root] # createdb -U srndcache billing

However, we strongly advise against using the same database server for Chimeraand the billing information.
For how to configurethebi | | i ng to writeinto this database, see below.

Installing dCache Components

The main configuration file of adCache instanceis/ opt / d- cache/ confi g/ dCacheSet up. Set the
variable j ava to the binary of the Java VM and the variable ser vi ceLocat or Host to the hosthame
of the single node running dCache.

Use the templates of the configuration filesfound in/ opt / d- cache/ et ¢/ to create the following files.

The installation and start-up scripts use the information in/ opt / d- cache/ et ¢/ node_conf i g. First
copy it from the template. For a setup with a single node, set NODE_TYPE to “admin”. To enable doors
on this node, add the respective doors to SERVI CES, for instance “dcap” or “gridftp”. Set NAVESPACE
to “chimera’.

For authorization of grid usersthefile/ opt / d- cache/ et ¢/ dcache. kpwd isneeded. Y ou can simply
copy the template that is in the same directory. Note that it may be generated from the standard / et ¢/
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grid-security/grid-mapfilewiththetool gri d- mapfi | e2dcache- kpwd whichisdistribut-
ed with the WL CG software.

We proceed by finalising theinitial configuration by executing /opt/d-cache/install/install.sh, for example:

[root] # /opt/d-cache/install/install.sh
I NFO: Ski ppi ng ssh key generation

Checking MasterSetup ./config/dCacheSetup O k.
Sanni ng dCache batch files

Processi ng admi nDoor
Processi ng chi nera
Processi ng dCache
Processing dir
Processi ng door
Processi ng gPl azma
Processi ng gridftpdoor
Processi ng gsi dcapdoor
Processing httpd
Processing info
Processing i nf oProvi der
Processing I m
Processi ng nui nt enance
Processi ng chi nera
Processi ng poo
Processing replica
Processing srm
Processing statistics
Processing utility
Processi ng xroot dDoor

Checking Users database .... &

Checking Security RENG 4

Checking JVM . ....... (04

Checking Cells ...... K

dCacheVersion ....... Version production-1-9-3-1

No pools have been created on the node yet. Adding poolsto anodeis atwo step process:

1. The directory layout of the pool is created and filled with a skeleton configuration using dcache pool
createpool Si ze pool Di r ect ory, wherepool Di r ect ory isthefull path to the directory which
will containthedatafilesaswell as some of the configuration of thepool, and pool Si ze isthesizeof the
pool, specified in bytes or withaM, G, or T suffix (for mibibytes, gibibytes and tibibytes, respectively).

Make sure that there is always enough space under pool Di r ect or y. Be aware that only pure data
content is counted by dCache. Leave enough room for configuration files and filesystem overhead.

Creating a pool does not modify the dCache configuration.

2. The pool is given aunique name and added to the dCache configuration using dcache pool add pool -
Nane pool Di rect ory, wherepool Di r ect ory isthe directory in which the pool was created and
pool Nane isaname for the pool. The name must be unique throughout the whole dCache installation,
not just on the node.

Adding a pooal to a configuration does not modify the pool or the datain it and can thus safely be undone
or repeated.

11
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Note

The default gap for poolsizesis 4GiB. This means you should make a bigger pool than 4GiB oth-
erwise you would have to change this gap in the dCache admin tool. See the example below. See

also the section called “The Admin Interface”.

(local) admin > cd pool Nane
(pool nane) admin > set gap 2G
(pool nane) admi n > save

An example may help to clarify the use of these commands:

[root] # /opt/d-cache/bin/dcache pool create 500G /q/pool1l
Created a 500 G B pool in /g/pooll. The pool cannot be used until it has
been added to a donmin. Use 'pool add' to do so.

Pl ease note that this script does not set the owner of the pool directory.
You may need to adjust it.
[root] # /opt/d-cache/bin/dcache pool add nyFirstPool /q/pool 1/

Added pool nyFirstPool in /q/pooll to dcache-vnDomain.

The pool will not be operational until the domain has been started. Use
"start dcache-vnDonain' to start the pool donain.

[user] $ /opt/d-cache/bin/dcache pool Is

Pool Donei n Si ze Free Path

nmyFi r st Pool dcache-vnDonmai n 500 550 /q/ pool 1

Di sk space is neasured in G B.

All configured components can now be starting with dcache st art, for example:

[root] # /opt/d-cache/bin/dcache start

Starting | rDomai n  Done (pid=7514)

Starting dCacheDomain Done (pid=7574)

Starting pnfsDomain Done (pid=7647)

Starting dirDomain Done (pid=7709)

Starting adm nDonmain  Done (pid=7791)

Starting httpdDomain Done (pid=7849)

Starting utilityDonmain Done (pid=7925)

Starting gPl azma-dcache-vnDomai n  Done (pi d=8002)
Starting infoProviderDomain Done (pid=8081)
Starting dcap-dcache-vnDomain Done (pi d=8154)
Starting gridftp-dcache-vnDomain Done (pid=8221)
Starting gsidcap-dcache-vnDomain  Done (pi d=8296)
Starting dcache-vnDonmai n  Done (pi d=8369)

Installing a Multi Node dCache Instance

The previous section decsribed how to install a single node dCache installation. A typically medium-sized
dCacheinstallation will however have a single head node hosting the name space provider and other central
components, and a number of pool nodes. It is common to also use pool nodes as FTP and DCAP doors.

The Chimera file system must be mounted on all nodes running either the SRMor Gr i dFTP. Client nodes
relying on dCap access without using URL s also need to mount Chimera. Pools do not need a mount any-
more. Having amount on the Chimera/NFS3-server nodeitself isalwaysagood ideaasit eases maintenance.
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To mount the Chimera file system, either modify confi g/ chi mer a- confi g. xm such that it points
towards the correct PostgreSQL host and start alocal Chimera NFSv3 server locally, or mount the NFSfile
system exported from the head node. In the latter case, set NAMESPACE_NODE in et ¢/ node_confi g
to the host running the Chimera NFSv3 server.

For the head node, follow the description of the previous chapter, but do not create any pools. For pools
and for dCap or G i dFTP doors, PostgreSQL is not needed and installation of PostgreSQL can be skipped
on nodes that only hosts these services. Proceed by creating conf i g/ dCacheSet up; ser vi ceLoca-

t or Host hasto be set to the name of the head node. In et ¢/ node_conf i g leave NODE_TYPE empty.
Add any doors you want to start on this node to SERVI CES and set NAMESPAE to “chimera’. Runi n-

stall/install.sh tofinishtheinstalation. Finaly, use dcache pool create and dcache pool add to
create and add pools on this node.

Upgrading a dCache Instance

Upgrading to bugfix releases within one version (e.g. from 1.9.3-1to 1.9.3-2) may be done by shutting down
the server and upgrading the packages with

[root] # rpm-UWh packageNane

Follow this by rerunning install/install.sh. For details on the changes, please refer to the change log on the
download page.

13



Chapter 3. Getting in Touch with
dCache

This section is a guide for exploring a newly installed dCache system. The confidence obtained by this
exploration will prove very hel pful when encountering problemsin the running system. Thisformsthe basis
for the more detailed stuff in the later parts of this book. The starting point is a fresh installation according
to the the section called “Installing a Single Node dCache Instance”.

Checking the Functionality

First, we will get used to the client tools. On the dCache head node, change into the pnf s directory, where
the users are going to store their data:

[user] $ cd /pnfs/site.de/datal
[user] $

Themounted Chimerafilesystemisnot intended for reading or writing actual datawith regular file operations
viathe NFS protocol.

Reading and writing data to and from a dCache instance can be done with a number of protocols. After a
standard installation, these protocols are dCap, GSI dCap, and G- i dFTP. In addition dCache comes with
an implementation of the SRMprotocol which negotiates the actual data transfer protocol.

Wewill first try dCap with the dccp command:

[user] $ export PATH=/opt/d-cache/ dcap/ bi n/: $PATH
[user] $ cd /pnfs/site.de/datal

[user] $ dccp /bin/sh ny-test-file

541096 bytes in O seconds

This command succeeds if the user user has the Unix rights to write to the current directory / pn-
fs/site.de/datal.

The deep command also accepts URLs. We can copy the data back using the decp command and the dCap
protocol but this time describing the location of the fileusing a URL.

[user] $ dccp dcap://adm nNode/ pnfs/site.de/data/ny-test-file /tnp/test.tnp
541096 bytes in O seconds

However, this command only succeeds if the file isworld readable. The following shows how to ensure the
fileis not world readable and illustrates dccp consequently failing to copy the file.

[user] $ chnmod o-r ny-test-file

[user] $ dccp dcap://adm nNode/ pnfs/site.de/data/ny-test-file /tnp/test2.tnp
Commrand fail ed!

Server error nessage for [1]: "Permi ssion denied" (errno 2).

Fai |l ed open file in the dCache.

Can't open source file : "Pernission denied"
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System error: |nput/output error

This command did not succeed, because dCap access is unauthenticated and the user is mapped to a non-
existent user in order to determine the access rights. However, you should be able to access the file with
the NFS mount:

[user] $ dccp ny-test-file /tnp/test2.tnp
541096 bytes in O seconds

If you have avalid grid proxy with a certificate subject which is properly mapped in the configuration file
/ opt/ d- cache/ et ¢/ dcache. kpwd you can aso try grid-authenticated access via the GSI-authenti-
cated version of dCap:

[user] $ chgrp yourVO ny-test-file

[user] $ export LD_LIBRARY_PATH=/ opt/d-cache/dcap/|ib/:$LD LI BRARY_PATH

[user] $ dccp gsidcap://adm nNode: 22128/ pnfs/site.de/data/ nmy-test-file /tnp/test3.tnp
541096 bytes in O seconds

Or we let the SRMnegotiate the protocol:

[user] $ export PATH=/opt/d-cache/ srm bin/:$PATH

[user] $ srntp srm//adm nNode: 8443/ pnfs/desy. de/data/ny-test-file file:////tnp/testd.tnp
configuration file not found, configuring srncp

created configuration file in ~/.srnctonfig/config.xm

If the dCache instance is registered as a storage element in the LCG/EGEE grid and the LCG user interface
software is available the file can be accessed via SRM

[user] $ lcg-cp -v --vo yourVO \

srm//dCacheAdm nFQN pnfs/site.de/data/ my-test-file \

file:///tnmp/test5.tnp

Source URL: srm//dCacheAdm nFQN pnfs/site.de/data/ ny-test-file

File size: 541096

Source URL for copy: gsiftp://dCacheAdnm nFQN: 2811/ /pnfs/site.de/data/ny-test-file
Destination URL: file:///tnp/test5.tnp

# streams: 1

Transfer took 770 ns

and it can be deleted with the help of the SRMinterface:

[user] $ srmadvisory-delete srm//dCacheAdm nFQN: 8443/ pnfs/site.de/ data/ ny-test-file
srmcp error @ advisoryDel ete(User [name=...],pnfs/site.de/data/nmy-test-file)
Error user User [nanme=...] has no permission to del ete 000100000000000000BAFOCO

Thisworks only if the grid certificate subject is mapped to a user which has permissionsto delete the file;

[user] $ chown yourVQO001 ny-test-file
[user] $ srmadvisory-delete srm//dCacheAdm nFQN: 8443/ pnfs/site.de/data/ ny-test-file

If the grid functionality is not required the file can be del eted with the NFS mount of the pnf s filesystem:

[user] $ rmny-test-file
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The Web Interface for Monitoring dCache

Inthe standard configuration the dCache web interfaceis started on the head node and can be reached viaport
2288. Point aweb browser to http://adni nNode:2288/ [http://headNode:2288/] to get to the main menue
of the dCache web interface. The contents of the web interface are self-explanatory and are the primary
source for most monitoring and trouble-shooting tasks.

The “Cell Services’ page displays the status of some important cells of the dCache instance. Y ou might
observe that some cells are marked “OFFLINE”. In general dCache has no knowledge about which cellsare
supposed to be online, but for purposes of monitoring, some cells may be hard coded in the file/ opt / d-
cache/ confi g/ httpd. bat ch:

#
create di skCacheV11l. cel | s. WebCol | ect orV3 col | ector \
" Pnf sManager \
Pool Manager \
-1 ogi nBr oker =Logi nBr oker, srm Logi nBr oker \
-repl yObj ect”

Additional cells may be added. To take effect, the ht t pDomai n domain must be restarted by executing

[root] # /opt/d-cache/bin/dcache restart httpd

More information about the donai nNane. bat ch will follow in the next section.

The “Pool Usage” page gives a good overview of the current space usage of the whole dCache instance. In
the graphs, free space is marked yellow, space occupied by cached files (which may be deleted when space
isneeded) ismarked green, and space occupied by preciousfiles, which cannot be del eted. Other states (e.g.,
fileswhich are currently written) are marked purple.

The page “Pool Request Queues’ (or “Pool Transfer Queues’) gives information about the number current
reguests handled by each pool. “Actions Log” keeps track of al the transfers performed by the pools up
to now.

The remaining pages are only relevant with more advanced configurations: The page “Pools’ (or “Pool
Attraction Configuration™) can be used to analyze the current configuration of the pool selection unit in the
pool manager. The remaining pages are relevant only if atertiary storage system (HSM) is connected to
the dCache instance.

Files

In this section we will have alook at the configuration and log files of dCache.

The dCache softwareis installed in one directory, normally / opt / d- cache/ . All configuration files can
be found here. In the following relative filenames will always be relative to this directory.

In the previous section we have already seen how a domain is restarted:

[root] # /opt/d-cache/bin/dcache restart domai nNane
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Log files of domains are by default stored in/ var /| og/ domai nNane. | og. We strongly encourage to
configure logrotate to rotate the dCache log files to avoid filling up the log file system. This can typically
be achieved by creating thefile/ et ¢/ | ogr ot at e. d/ dcache with the following content:

/var /1 og/*Domai n. | og {
conpr ess
rotate 100
m ssi ngok
copytruncate

Thefilesconf i g/ domai nNanmeSet up contain configuration parameters for the domain. Thesefiles are
typically symbolic linksto conf i g/ dCacheSet up. Thisisthe primary configuration file of dCache.

The only files which are different for each domain are conf i g/ domai nNane. bat ch. They describe
which cells are started in the domains. Normally, changes in these files should not be necessary. However,
if you need to change something, consider the following:

Since the standard conf i g/ domai nNane. bat ch files will be overwritten when updating to a newer
version of dCache (e.g. with RPM)), it isagood ideato modify only private copies of them. When choosing
anamelikeconf i g/ newDonai nNane. bat ch you give the domain the name newDomai nNare. The
necessary links can be created with

[root] # cd /opt/d-cache/config/
[root] # ../jobs/initPackage. sh

Then the old domain can be stopped and the new one started:

[root] # /opt/d-cache/bin/dache stop donai nNanme
[root] # /opt/d-cache/bin/dcache start newDonmai nNane

More details about domains and cells can be found in Chapter 5, The Cell Package.

The most central component of a dCache instance is the Pool Manager cell. It reads additional configu-
ration information from the file conf i g/ Pool Manager . conf at start-up. However, in contrast to the
confi g/ domai nNanmeSet up files, it is not necessary to restart the domain when changing the file. We
will see an example of this below.

Similartoconf i g/ Pool Manager . conf , poolsread their configuration frompool Di r/ pool / set -
up at startup.

The Admin Interface

Note

If you attempt to log into the admin interface without generating the s s h-keys you will get an error
message.

[user] $ ssh -c blowfish -p 22223 -1 adnmi n headnode. exanpl e. org
Connection closed by 192.0.2.11
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dCache has a powerful administration interface. It is accessed with the ssh protocol. The server is part of
theadm nDoor domain. Connect to it with

[user] $ ssh -c blowfish -p 22223 -1 adm n headnode. exanpl e. org

The initial password is “di cker el ch” (which is German for “fat elk”) and you will be greeted by the
prompt

dCache Admin (VI1) (user=adnin)

(local) adnmin >

The password can now be changed with

(local) admin > cd acm

(acm admin > create user admn

(acm adm n > set passwd -user=adm n newPasswd newPasswd
(acm admin > ..

(local) adnmin > | ogoff

This already illustrates how to navigate within the administration interface: Starting from the local prompt
((local) adm n >)the command cd takes you to the specified cell (here acm the access control
manager). There two commands are executed. The escape sequence .. takes you back to the local prompt
and logoff exits the admin shell.

Note that cd only works from the local prompt. If the cell you are trying to access does not exist, the cd
command will not complain. However, trying to execute any command subsequently will result in an error
message “No Routeto cdll...”. Type. . toreturntothe (| ocal ) adm n > prompt.

To create anew user, new user , set anew password and to give him/her an access to aparticular cell (for
example to the Pool Manager ) run following command sequence:

(local) admin > cd acm

(acm admin > create user new user

(acm admin > set passwd -user=new user newPasswd newPasswd
(acm) admin > create acl cell.Pool Manager. execute

(acm) admin > add access -allowed cel|l.PnfsManager. execute

Now you can check the permissions by:

(acm adm n > check cell.PnfsManager.execute new user

Al | owed

(acm admn > show acl cell.PnfsManager. execute new user
<noi nheritance>

<new user> -> true

Following commands allow to a particular user an access to every cell:

(acm admin > create acl cell.*.execute
(acm) admin > add access -allowed cell.*. execute new user
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To make an user as powerful asadni n (dCache’s equivalent to ther oot user):

(acm admin > create acl *.*.*
(acm admn > add access -allowed *.*.* new user

All cells know the commandsinfo for general information about the cell and show pinboard for listing the
last lines of the pinboard of the cell. The output of these commands contains useful information for solving
problems. It is agood ideato get aquainted with the normal output in the following cells: Pool Manager ,
Pnf sManager , and the pool cells (e.g., pool Host nanme_1).

If you want to find out which cells are running on a certain domain, you can issue the command psin the
Syst emcell of the domain. For example, if you want to list the cells running on the adm nDoor , cd to
its Syst emcell and issue the ps command.

(local) admn > cd System@dm nDoor Domai n
( Syst em@dnmi nDoor Donai n) admi n > ps
Cel | List

skm

c- dCacheDonai n- 101- 102
System

c- dCacheDonai n- 101
Rout i ngMgr

al m admi n- 103

pam

I'm

The cellsin the domain can be accessed using cd together with the cell-name scoped by the domain-name.
So first, one has to get back to the local prompt, as the cd command will not work otherwise.

( Syst em@adni nDoor Donmi n) admin > ..
(local) admin > cd skm@dni nDoor Donai n
(skm admn >

Note

If the cells are well-known, they can be accessed without adding the domain-scope. See Chapter 5,
The Cell Package for more information.

The domainsthat are running on the dCache-instance, can be viewed in the layout-configuration (see Chap-
ter 2, Installing dCache). Additionally, thereisthet opo cell, which keeps track of the instance’s domain
topology. If it isrunning, it can be used to obtain the list of domains the following way:

(local) adnmin > cd topo
(topo) adnmin > 1Is
di r Donai n

i nf oDonai n

adm nDoor Domai n
spacenanager Donai n
utilityDomain

gPl aznaDomai n

nf sDonai n
dCacheDomai n

htt pdDomai n
statisticsDomain
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namespaceDomai n

Note

The t opo cell rescans periodically which domains are running, so it can take some time until Is
displays the full domain list.

There also is the command help for listing al commands the cell knows and their parameters. However,
many of the commands are only used for debugging and devel opment purposes. Only commands described
in this documentation should be used for the administration of a dCache system.

The most useful command of the pool cellsisrep Is. It lists the files which are stored in the pool by their
pnfs IDs:

000100000000000000001120 <- P----=-=-- (0)[0] > 485212 si ={nyStore: STRI NG}
000100000000000000001230 <C- - - - - - - - - - (0)[0] > 1222287360 si ={nySt or e: STRI NG}

Each file in apool has one of the 4 primary states: “cached” (<C- - - ), “precious’ (<- P- -), “from client”
(<--C),and “from store” (<- - - S).

Two commands in the pool manager are quite useful: rc Is lists the requests currently handled by the pool
manager. A typical line of output for aread request with an error condition is (all in oneline):

000100000000000000001230@. 0. 0.0/ 0.0.0.0 nFl r=1 [ <unknown>]
[Waiting 08.28 19: 14: 16]
{149, No pool candidates available or configured for 'staging'}

Asthe error message at the end of theline indicates, no pool was found containing the file and no pool could
be used for staging the file from atertiary storage system.

Finally, cm Iswith the option - r gives the information about the pools currently stored in the cost module
of the pool manager. A typical output is:

(Pool Manager) admin > cmls -r

pool Nanel={ R={ a=0; n¥2; q=0}; S={ a=0; n¥2; q=0} ; M={ a=0; m=100; q=0} ; PS={ a=0; mr20; q=0} ; PC={ a=0; m=20; q=0};
(...continues...) SP={t=2147483648; f =924711076; p=1222772572; r =0; | r u=0; { g=20000000; b=0. 5} } }

pool Nanel={ Tag={{ host name=host nane}}; si ze=0; SC=0. 16221282938326134; CC=0. 0; }

pool Nane2={ R={ a=0; nr2; q=0} ; S={ a=0; n¥2; q=0} ; M={ a=0; m=100; q=0} ; PS={ a=0; m=20; q=0} ; PC={ a=0; m=20; q=0};
(...continues...)  SP={t=2147483648; f =2147483648; p=0; r =0; | r u=0; { g=4294967296; b=250. 0} } }

pool Nane2nmi cr ocebus_2={ Tag={{ host nane=host nane}}; si ze=0; SC=2. 7939677238464355E- 4; CC=0. 0; }

While the first line for each pool gives the information stored in the cache of the cost module, the second
line gives the costs (SC: space cost, CC: performance cost) calculated for a (hypothetical) file of zero size.
For details on how these are calculated and their meaning, see the section called “The Cost Modul€e”.

The ssh admin interface can be used non-interactively by scripts. For this the dCache-internal ssh server
uses public/private key pairs.

The file confi g/ aut hori zed_keys contains one line per user. The file has the same format as
~/ . ssh/ aut hori zed_keys whichisused by sshd. Thekeysinconfi g/ aut hori zed_keys have
to be of type RSA1 as dCache only supports SSH protocol 1. Such akey is generated with
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[user] $ ssh-keygen -t rsal -C 'SSHL key of user’

Generating public/private rsal key pair.

Enter file in which to save the key (/home/user/.ssh/identity):
Enter passphrase (enpty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/user/.ssh/identity.
Your public key has been saved in /home/user/.ssh/identity.pub.
The key fingerprint is:

c1: 95: 03: 6a: 66: 21: 3c: f 3: ee: 1b: 8d: cb: 46: f 4: 29: 6a SSH1 key of user

The passphrase is used to encrypt the private key (now stored in/ hone/ user/ . ssh/i dentity). If
you do not want to enter the passphrase every time the private key is used, you can use ssh-add to add it to
arunning ssh-agent. If no agent isrunning start it with

[user] $ if [ -S $SSH AUTH SOCK ] ; then echo "Already running" ; else eval “ssh-agent’ ; fi

and add the key to it with

[user] $ ssh-add
Enter passphrase for SSH1 key of user:
Identity added: /home/user/.ssh/identity (SSH1 key of user)

Now, insert the public key ~/.ssh/identity.pub as a separate line into con-
fi g/ authori zed_keys. Thecomment field in thisline“SSH1 key of user " has to be changed to the
dCache user name. An examplefileis:

1024 35 141939124(... many more numbers...)15331 admi n

The key manager within dCache will read thisfile every minute.

Now, the ssh program should not ask for apassword anymore. Thisisstill quite secure, sincethe unencrypted
private key isonly held in the memory of the ssh-agent. It can be removed from it with

[user] $ ssh-add -d
Identity renoved: /home/user/.ssh/identity (RSA1 key of user)

In scripts, one can use a “Here Document” to list the commands, or supply them to ssh as standard-input
(stdin). The following demonstrates using a Here Document:

#!'/ bin/ sh
#
# Script to automate dCache adm nistrative activity

outfil e=/tnp/$(basename $0). $$. out

ssh -c blowfish -p 22223 adnmi n@dnm nNode > $outfile << EOF
cd Pool Manager

cmls -r

(more commands here)

| ogof f

ECF

or, the equivalient as stdin.
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#1/ bi n/ bash
#
# Script to automate dCache admi nistrative activity.

echo -e 'cd pool _1\nrep | s\ n(morecommandshere)\ nl ogof f* \
| ssh -c blowfish -p 22223 adm n@dni nNode \
| tr -d "\r* > rep_ls.out

The Graphical User Interface

Instead of using ssh to access the admin interface, the dCache graphical user interface can be used. If
it is not included in the dCache distribution, it can be downloaded from the dCache homepage [http://
www.dcache.org/]. It is started by

[user] $ java -jar org.pcells.jar

First, anew session hasto be created with Session - New.... After giving the session aname of your choice,
a login mask appears. The session is configured with the Setup button. The only thing that needs to be
configured is the hostname. After clicking Apply and Quit you are ready to log in. Pressing the right mouse
button clicking Login will scan the dCache instance for domains. Cells can be reached by clicking on their
name and the same commands can be entered as in the SSH login.

The other tabs of the GUI are very useful for monitoring the dCache system.
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Chapter 4. Configuration in pnf s

Thischapter givesbackground information about pnf s, thefilesystem, dCacheisbased on. Only the aspects
of pnf s relevant to dCache will be explained here. A complete set of documentation is available from the
pnf s homepage [http://www-pnfs.desy.de/].

The Use of pnf s in dCache

dCacheusespnf s asafilesystem and for storing meta-data. pnf s isafilesystem not designed for storage of
actual files. Instead, pnf s manages the filesystem hierarchy and standard meta-data of a UNIX filesystem.
In addition, other applications (as for example dCache) can use it to store their meta-data. pnf s keeps the
complete information in a database.

pnf s implements an NFS server. All the meta-data can be accessed with a standard NFS client, like the
onein the Linux kernel. After mounting, normal filesystem operations work fine. However, 10 operations
on the actual filesin the pnf s will normally result in an error.

As a minimum, the pnf s filesystem needs to be mounted only by the server running the dCache core
services. In fact, the pnf s server has to run on the same system. For details see (has to be written).

The pnf s filesystem may also be mounted by clients. This should be done by

[root] # mount -o intr,hard, rw pnfs-server:/pnfs /pnfs/site.de

(assuming the system is configured as described in the installation instructions). Users may then access the
meta-datawith regular filesystem operations, likels-I, and by the pnf s-specific operations described in the
following sections. The files themselves may then be accessed with the dCap protocol (see dCache Book
Client Access and Protocols).

Mounting the pnf s filesystem is not necessary for client access to the dCache system if URLSs are used to
refer to files. In the grid context thisis the preferred usage.

Communicating with the pnf s Server

Many configuration parameters of pnf s and the application-specific meta-datais accessed by reading, writ-
ing, or creating files of the form . (command) ( par a) . For example, the following prints the pnfsiD of
thefile/ pnfs/site. de/sonme/dir/file.dat:

[user] $ cat /pnfs/site.de/any/sub/directory/'.(id)(file.dat)’
0004000000000000002320B8
[user] $

From the point of view of the NFS protocol, the file . (id)(file.dat) in the directory / pn-
fs/site.de/ sone/ dir/ isread. However, pnf s interpretsit asthe command i d with the parameter
file.dat executedinthedirectory/ pnf s/ sit e. de/ sone/ di r/ . Thequotesareimportant, because
the shell would otherwise try to interpret the parentheses.
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Some of these command-files have a second parameter in a third pair of parentheses. Note, that files of
the form . (command) ( par a) are not realy files. They are not shown when listing directories with Is.
However, the command-files are listed when they appear in the argument list of Isasin

[user] $1s -1 '.(tag)(sGoup)'
SITWr--T-- 11 root r oot 7 Aug 6 2004 .(tag)(sG oup)

Only asubset of file operations are allowed on these special command-files. Any other operation will result
in an appropriate error. Beware, that files with names of this form might accidentally be created by typos.
They will then be shown when listing the directory.

pnfsiDs

Each file in pnf s has a unique 12 byte long pnfsiD. This is comparable to the inode number in other
filesystems. The pnfsID used for a file will never be reused, even if the file is deleted. dCache uses the
pnfsID for all internal referencesto afile.

The pnfsID of thefilef i | enane can be obtained by reading the command-file. (i d) (fi | enane) in
the directory of thefile.

A filein pnf s can be referred to by pnfsiD for most operations. For example, the name of a file can be
obtained from the pnfsiD with the command naneof asfollows:

[user] $ cd /pnfs/site.de/any/sub/directory/
[user] $ cat '.(naneof)(0004000000000000002320B8)
file.dat

And the pnfsID of the directory it residesin is obtained by:

[user] $ cat '.(parent)(0004000000000000002320B8)"
0004000000000000001 DCOES

This way, the complete path of afile may be obtained starting from the pnfsiD. Precisely this is done by
the tool pathfinder:

[user] $ . /usr/etc/pnfsSetup

[user] $ PATH=$PATH. $pnfs/tools

[user] $ cd /pnfs/site.de/another/dir/
[user] $ pathfinder 0004000000000000002320B8
0004000000000000002320B8 fi |l e. dat
0004000000000000001DCIE8 di rect ory
000400000000000000001060 sub
000100000000000000001060 any
000000000000000000001080 usr
000000000000000000001040 fs
000000000000000000001020 r oot
000000000000000000001000 -
000000000000000000000100 -
000000000000000000000000 -
/root/fs/usr/any/sub/directory/file.dat

Thefirst two lines configure the pnf s-tools correctly. The path obtained by pathfinder does not agreewith
the local path, since the latter depends on the mountpoint (in the example/ pnf s/ si t e. de/ ). ThepnfsiD
corresponding to the mountpoint may be obtained with
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[user] $ cat '.(get)(cursor)’

di r | D=0004000000000000001DCOES
di r Per m=0000001400000020

nmount | B=000000000000000000001080

Thedi r | Disthe pnfsiD of the current directory and mount | Dthat of the mountpoint. In the example, the
pnf s server path/ r oot / f s/ usr/ ismountedon/ pnfs/site. de/.

Directory Tags

Inthe pnf s filesystem, each directory has a number of tags. The existing tags may be listed with

[user] $ cat '.(tags)()'
. (tag) (OsMrenpl at e)
. (tag) (sGoup)

and the content of atag can be read with

[user] $ cat '.(tag)(CSMrenplate)’
St oreName nyStore

A nicetrick tolist all tagswith their contentsis

[user] $ grep "" $(cat ".(tags)()")
.(tag) (OsMrenpl ate) : St oreNane nyStore
.(tag) (sG oup): STRI NG

Directory tags may be used within dCacheto control which poolsare used for storing thefilesinthedirectory
(see the section called “The Pool Selection Mechanism™). They might also be used by a tertiary storage
system for similar purposes (e.g. controlling the set of tapes used for the filesin the directory).

Even if the directory tags are not used to control the bahaviour of dCache, some tags have to be set for the
directories where dCache files are stored. The installation procedure takes care of this: In the directory /
pnfs/site. de/ dat a/ two tags are set to default values:

[user] $ cd /pnfs/site.de/data/
[user] $ grep "" $(cat ".(tags)()")
.(tag) (OSMrenpl ate): St oreNane nyStore
.(tag) (sGoup): STRI NG

The following directory tags appear in the dCache context:

Directory Tagsfor dCache

OSMTemplate  Contains one line of the form “St or eName st or eNane” and specifies the name of
the store that is used by dCache to construct the storage class if the HSM typeisosm

hsmType The HSM type is normally determined from the other existing tags. E.g., if the tag
OSMrenpl at e exists, HSM type osmis assumed. With thistag it can be set explicitly.
An class implementing that HSM type has to exist. Currently the only implementations
areosmand enst or e.

sGroup The storage group is aso used to construct the storage Classif the HSM typeisosm
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cacheClass The cache class is only used to control on which pools the files in a directory may be
stored, while the storage class (constructed from the two above tags) might also be used
by the HSM. The cache class is only needed if the above two tags are already fixed by
HSM usage and more flexibility is needed.

hsminstance If not set, the HSM instance will be the same as the HSM type. Setting thistag will only
change the name as used in the storage class and in the pool commands.

There are more tags used by dCache if the HSM type enst or e is used.
When creating or changing directory tags by writing to the command-file asin

[user] $ echo 'content' > '.(tag)(tagNane)'

one hasto take care not to treat the command-filesin the sameway asregular files, because tags are different
from filesin the following aspects:

1. Thet agNane is limited to 62 characters and the cont ent to 512 bytes. Writing more to the com-
mand-file, will be silently ignored.

2. If atag which does not exist in adirectory is created by writing to it, it is called a primary tag.

Removing aprimary tag invalidatesthistag. An invalidated tag behaves asif it does not exist. All filesys-
tem 1O operations on that tag produce an “File not found” error. However, alookup operation ( e.g. Is)
will show this tag with a O byte size. An invalidated tag can be revalidated with the help of the tool
repairTag.shinthet ool s/ directory of thepnf s distribution. It hasto be called inthe directory where
the primary tag was with the tag name as argument.

3. Tagsareinherited from the parent directory by anewly created directory. Changing aprimary tag in one
directory will change the tags inherited from it in the same way, even if it isinvalidated or revalidated.
Creating a new primary tag in adirectory will not create ainherited tag in its subdirectories.

Moving a directory within the pnf s filesystem will not change the inheritance. Therefore, a directory
does not necessarily inherit tags from its parent directory. Removing an inherited tag does not have any
effect.

4. Writing to an inherited tag in the subdirectory will break the inheritance-link. A pseudo-primary tag will
be created. The directories which inherited the old (inherited) tag will inherit the pseudo-primary tag.
A pseudo-primary tag behaves exactly like a primary tag, except that the original inherited tag will be
restored if the pseude-primary tag is removed.

If directory tags are used to control the behaviour of dCache and/or a tertiary storage system, it is a good
ideato plan the directory structure in advance, thereby considering the necessary tags and how they should
be set up. Moving directories should be done with great care or even not at al. Inherited tags can only be
created by creating a new directory.

Global Configuration with Wormholes

pnf s provides a way to distribute configuration information to all directories in the pnf s filesystem. It
can be accessed in asubdirectory . (confi g) () of any pnf s-directory. It behaves similar to a hardlink.
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In the default configuration this link pointsto / pnf s/ f s/ adni n/ et ¢/ confi g/ . Init are threefiles:
".(config)()'/serverld contains the domain name of the site, ' . (config)()'/server-
Nane the fully qualified name of the pnf s server,and' . (confi g) () '/ server Root should contain
“000000000000000000001080 . .

The dCache specific configuration can be found in' . (confi g) () '/ dCache/ dcache. conf. This
file contains one line of the format host nane: port per dCap door which may be used by dCap clients
when not using URLs. The dccp program will choose randomly between the doors listed here.

Normally, reading from filesin pnf s is disabled. Therefore it is hecessary to switch on I/O access to the
filesin' . (config)()'/ byeg.

[root] # touch '.(config)()/.(fset)(serverRoot)(io)(on)

After that, you will notice that the file is empty. Therefore, take care, to rewrite the information.

Deleted Files in pnf s

When afilein the pnf s filesystem is deleted the server stores information about is in the subdirectories
of / opt / pnf sdb/ pnf s/ trash/ . For dCache, the cl eaner cell inthe pnf sDomai n is responsible
for deleting the actual files from the pools asyncronously. It uses the files in the directory / opt / pnf s-
db/ pnf s/ trash/ 2/ .Itcontainsafilewith the pnf s ID of the deleted file as name. If a pool containing
that file isdown at the time the cleaner triesto removeit, it will retry for awhile. After that, thefile/ opt /
pnf sdb/ pnfs/trash/ 2/ current/fail ed. pool Name will containthe pnf s IDswhich have not
been removed from that pool. The cleaner will still retry the removal with alower frequency.

Access Control

The files /pnfs/fs/adm n/etc/exports/hostlP and /pnfs/fs/adm n/etc/ex-
port s/ net Mask. . net Part areusedto control the host-based accessto thepnf s filesystem viamount
points. They have to contain one line per NFS mount point. The lines are made of the following four space-
separated fields fields:

» Mount point for NFS (the part after the colonin e.g. host : / nount poi nt)
e Thevirtual PNFS path which is mounted

* Permission: 0 means all permissions and 30 means disabled 1/0.

» Options (should aways be nooptions)

Intheinitial configuration thereisonefile/ pnf s/ fs/adm n/ etc/ exports/0.0.0.0..0.0.0.0
containing

/pnfs /0/root/fs/usr/ 30 nooptions

thereby alowing al hosts to mount the part of the pnf s filesystem containing the user data. There also is
afile/ pnfs/fs/adm n/etc/exports/127.0. 0. 1 containing
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/fs /0/root/fs O nooptions
/admin /0/root/fs/adm n O nooptions

Thefirst line is the mountpoint used by the admin node. If the pnf s mount is not needed for client opera-
tions (e.g. in the grid context) and if no tertiary storage system (HSM) is connected, thefile/ pnf s/ f s/

adm n/ etc/ exports/0.0.0.0..0.0.0.0 may be deleted. With an HSM, the pools which write
filesinto the HSM have to mount the pnf s filesystem and suitable export files have to be created.

In general, the user ID O of the r oot user on a client mounting the pnf s filesystem will be mapped to
nobody (not to the user nobody). For the hosts whose |P addresses are the file names in the directory /
pnfs/fs/adm n/etc/exports/trusted/ thisisnot the case. The files have to contain only the
number 15.

The Databases of pnf s

pnf s storesall theinformation in GNU dbm database files. Since each operation will lock the databasefile
used globally and since GNU dbm cannot handle databasefileslarger than 2GB, itisadvisableto* split” them
sutably to future usage. Each database storestheinformation of asub-tree of thepnf s filesystem namespace.
Which database is responsible for a directory and subsequent subdirectories is determined at creation time
of the directory. The following procedure will create a new database and connect a new subdirectory to it.

Each database ishandled by a separate server process. The maximum number of serversisset by thevariable
shnservers infile/ usr/ et c/ pnf sSet up. Therefore, take care that this number is aways higher
than the number of databases that will be used (restart pnf s services, if changed).

Prepare the environment with

[root] # . /usr/etc/pnfsSetup
[root] # PATH=${pnfs}/tools: $PATH

To get alist of currently existing databases, issue

[root] # nmdb show
I D Name Type Status Path

0 admin r enabled (r) /opt/pnfsdb/pnfs/databases/adm n
1 datal r enabled (r) /opt/pnfsdb/pnfs/databases/datal

Choose a new database name dat abaseName and alocation for the database filedat abaseFi | ePat h
(just a placeholder for the PostgreSQL version of pnf s) and create it with

[root] # ndb create databaseNane databaseFil ePath
e.g.
[root] # ndb create data2 /opt/pnfsdb/pnfs/databases/data2

Make sure thefiledat abaseFi | ePat h exists with

[root] # touch databaseFil ePath
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Thismight seem alittle strange. The reason isthat the PostgreSQL version of the pnf s server only usesthe
file as reference and stores the actual datain the PostgreSQL server.

In order to refresh database information run

[root] # ndb update
Starting data2

Running command mdb show shows the new database:

[root] # mdb show
I D Name Type Status Path

0 admin r enabled (r) /opt/pnfsdb/pnfs/databases/adm n
1 datal r enabled (r) /opt/pnfsdb/pnfs/databases/datal
2 data2 r enabled (r) /opt/pnfsdb/pnfs/databases/data2

Inthe pnf s filesystem tree, create the new directory in the following way

[root] # cd /pnfs/site.de/some/sub/dir/
[root] # nkdir '.(newDblD)(newDirectory)’

where newDbl Disthel D of the new database as listed in the output of mdb show and newDi r ect ory
is the name of the new directory. E.Q.

[root] # cd /pnfs/desy.de/datalzeus/
[root] # nkdir '.(2)(ntdata)’

The new database does not know anything about thewormhole' . (confi g) () ', yet. For this, thepnf s
ID of the wormhole directory (/ pnf s/ f s/ admi n/ et ¢/ confi g/ ) hasto be specified. It can be found
out with

[root] # sclient getroot ${shnkey} O
0 000000000000000000001000 wor mhol ePnf sl d

Thelast pnfsiD isthe one of the wormhole directory of the database with ID O (already set correctly). Now
you can set this 1D with

[root] # sclient getroot ${shmkey} newDbl D wor mhol ePnfsld
newbDbl D 000000000000000000001000 wor mhol ePnf sl d

For example, do the following

[root] # sclient getroot ${shnkey} 0

0 000000000000000000001000 0000000000000000000010E0

[root] # sclient getroot ${shmkey} 2 0000000000000000000010E0
2 000000000000000000001000 0000000000000000000010E0

Finally, add directory tags for the new directories. The default tags are added by

[root] # cd /pnfs/site.de/some/sub/dir/newDirectory
[root] # echo 'StoreNane nyStore' > '.(tag)(OSMrenpl ate)’
[root] # echo 'STRING > '.(tag)(sGoup)'
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Chapter 5. The Cell Package

Apart fromthe pnf s server, all of dCache makes use of the cell package. It isaframework for a distributed
and scalable server system in Java. The dCache system divided into cells which communicate with each
other viamessages. Severa cells run simultaneously in one domain.

Each domain runs in a separate Java virtual machine and each cell is run as a separate thread therein. The
domains communi cate with each other via TCP connections which are established at start-up. In the standard
setup al domains connect with the dCacheDorai n which routes all messages to the appropriate domains.
Note, that actual data transfers are not done via these established connections.

At start-up adomain askstheser vi ceLocat or Host ontheser vi ceLocat or Port (asconfiguredin
confi g/ domai nNanmeSet up) for adomain to connect to. This request is handled by the location man-
ager inthel nDomai n Inthe standard setup it will tell al other domainsto connect to thedCacheDorai n
and will provide the necessary connection information. A TCP connection between the new domain and the
dCacheDomai n will be established.

Within this framework, cells send messages to other cells addressing them in the form
cel | Name@omai nNane. Thisway, cells can communicate without knowledge about the host they run
on. Some cells are well known, i.e. they can be addressed just by their name without @lormai nNane. Evi-
dently, this can only work properly if the name of the cell is unigue throuout the hole system.

If two well known cells with the same name are present, the system will behave in an undefined way.
Therefore it is wise to take care when starting, naming, and renaming the well known cells. Some cell
types, like the Pool Manager will always be well known, while others may be made well known by the -

export option. Some cell types can and should never be well known. The same problem can arise if two
dCacheinstances which are meant to be separate use the samelocation manager dueto amiss-configuration:
Messages meant for e.g. the pool manager of oneinstance get routed to the pool manager of the other instance
which generally will not be able to handle the request properly.

A domainisstarted with ashell scriptj obs/ donai nNanme (whichin the standard setup isfor all domains
alink toj obs/ wr apper 2. sh). Thiswill use the configuration variables in conf i g/ domai nNane-
Set up (which normally isalink to conf i g/ dCacheSet up), start the Java virtual machine and execute
the cell package commands in conf i g/ domai nNane. bat ch. The main task of these commandsisto
start up all the cells which should be running in the domain. It follows atypical batch file.
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Example5.1. Example batch fileconf i g/ gri df t pdoor

set printout default 2
set printout Cell d ue none
onerror shutdown

check -strong setupFile
copy file:${setupFile} context:setupContext

i mport
check -
check

create
create

create

It is not necessary to understand every detail of the syntax of the batch files even for the most advanced
dCache administration tasks. The following explanations should be sufficient: The first tree lines set some

context -c setupContext
strong servi ceLocatorPort servicelLocat or Host
-strong sshPort ftpPort

dng. cel | s. servi ces. Routi ngManager Routi ngWgr
dng. cel | s. services. Locati onManager I m\
"${servicelLocatorHost} ${serviceLocatorPort}"

dng. cel | s. services. | ogi n. Logi nManager GFTP \

"2811 \
-export \
di skCacheV111. doors. Gsi Ft pDoor V1 \
-prot=raw \
-cl i ent Dat aPort Range=${ cl i ent Dat aPor t Range} \
-root =${ftpBase} \
-kpwd-fil e=${ kpwdFi | e} \
-tl og=/tnp/dcache-ftp-tlog \
- maxLogi n=100 \
- br oker Updat eTi me=5 \
-protocol Fam | y=gsiftp \
-1 ogi nBr oker =Logi nBr oker \
- pool Manager Ti meout =5400 \
- pnf sTi neout =120 \
-maxRetri es=80 \
-maxStreansPer G i ent =10 \
-ftp-adapter-internal-interface=10.0.1.1 \

logging behaviour.

The next 5 lines import the variables from the conf i g/ donai nNaneSet up file into the context of the
domain. The values of the variables defined in the setup file are placed whereever ${ var i abl eNane}

appears.

The create commands at the end start three cells. It takes up to three parameters: The Java classto start, the
name of the cell and the argument string which is passed to the class. In the standard setup, most parameters
to the cells are either set to reasonable values or arefilled from variables defined in the setup file. Thisway,

. bat ch

the batch files only need to be changed for more advanced configuration tasks.

The routing manager and location manager cells are started in each domain are part of the underlying cell

package structure. Each domain will contain at least one cell in addition to them.
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Chapter 6. Resilience with the Replica
Manager

Alex Kulyavtsev
Mathias de Riese

If no tertiary storage system is connected to a dCache instance (i.e., it is configured as a large file store),
there might be only one copy of each file on disk. (At least the preciousreplica.) If ahigher security and/or
availability isreguired, the resilience feature of dCache can be used: If running in the default configuration,
the replica manager will make sure that the number of replicas of afile will be at least 2 and not more than
3. If only one replicais present it will be copied to another pool by a pool to pool transfer. If 4 or more
replicas exist, some of them will be deleted.

Installation

To activate Replica Manager you need make changesin al 3 places:
1. et ¢/ node_confi g onall admin nodesin this dCache instance.
2. repl i caSet up file on node where replica manager is runnig

3. define Resilient pool group(s) in Pool Manager . conf

- WII Replica Manager be started?
Val ues: no, yes
Default: no

H*

This has to be set to “yes’” on every node, if there is a replica manager in this dCache instance. Where the
replica manager is started is controlled in et ¢/ node_confi g. If it isnot started and thisis set to “yes’
there will be error messagesin | og/ dCacheDonai n. | og. If thisisset to “no” and areplicamanager is
started somewhere, it will not work properly.

#repl i caManager =no

- Wich pool-group will be the group of resilient pools?
Val ues: <pool - G oup- Nane>, a pool -group nane existing in the Pool Manager. conf
Defaul t: ResilientPools

* oW

Only pools defined in pool group ResilientPoolsin conf i g/ Pool Manager . conf will be managed by
ReplicaManager. Y ou shall edit conf i g/ Pool Manager . conf to make replica manager work. To use
another pool group defined in Pool Manager . conf for replication, please specify group hame by chang-
ing setting :

#resilient G oupNanme=Resi | i ent Pool s
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Please scroll down “replica manager tuning” make this and other changes.

Starting the Replica Manager

Beginning with version 1.6.6 of dCache the replica manager can be started as follows:

The replicamanager will use the same PostgreSQL database and database user srmdcache as the SRM The
standard configuration assumes that the database server is installed on the same machine as the replica
manager — usually the admin node of the dCache instance. To create and configure the database replicas
used by the replica manager in the database server do:

[root] # su postgres

[user] $ createdb -U srndcache replicas

[user] $ psqgl -U srndcache -d replicas -f /opt/d-cache/etc/psql_install_replicas.sq
[user] $ exit

The start-up script bi n/ dcache- cor e aready contains the correct lines to start and stop the domain
containing the replica manager as comments. Just remove the two hash (“#”) signs and restart the dCache
instance. The replica manager may a so be started separately by

[root] # /opt/d-cache/jobs/replica -logfile=/opt/d-cache/log/replica.log start

and stopped by

[root] # /opt/d-cache/jobs/replica stop

In the default configuration, all pools of the dCache instance will be managed. The replica manager will
keep the number of replicas between 2 and 3 (including). At each restart of the replica manager the pool
configuration in the database will be recreated.

Operation

When fileistransfered into the dCacheitsreplicais copied into one of the pools. Sincethisistheonly replica
and normally required range is higher (e.g., (2,3) ), this file will be replicated to other pools. When some
pool goes down the replica count for the files in that pool may fall below the valid range and these files
will be replicated. Replicas of the file with replica count below the valid range and which need replication
are called deficient replicas.

Later on some of the failed pools can come up and bring online more valid replicas. If there are too many
replicas for some file these extra replicas are called redundant replicas and they will be “reduced”. Extra
replicas will be deleted from pools.

Resilience Manager (RM) counts number of replicas for each filein the pools which can be used online (see
Pool States below) and keeps number of replicas within the valid range (min, max).

RM keepsinformation about pool state, list of thereplicas (filelD, pool ) and current copy/del ete operations
in persistent database.
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For each replica RM keeps list of pools whereit can be found. For the pools pool state is kept in DB. There
is table which keeps ongoing operations (replication, deletion) for replica.

Figure6.1. Pool State Diagram

Pool State,
Resilient dCache v1.0
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This is description of pool states asit isin v1.0 of Risilience Manager. Some of the states and transitions
will be changed in the next release.

online

down

offline

normal operation. Replicasin this state are readable and can be counted. Files can
be written (copied) to this pool.

dCache poal is stopped by operator or crashed. On startup, pool comes briefly to
the online state, and then it goes “ down” to do pool “Inventory” — to cleanup files
which broke when pool crashed during transfer. When pool comes online again,
RM will update list of replicas in the pool and storeit in the DB.

Replicas in pools which are “down” are not “counted”, so when pool crashes it
reduces number of “onling” replicas for some files. The crash of the pool (pool
departure) may trigger replication of multiplefiles.

Pool recovery (arrival) may rigger massive deletition of file replicas, not necessar-
ily in this pool.

There are special situations when operator wants to change pool state and he/she
does not want to trigger massive replication. Or vice versa he/she wants to take
pool permanently out of operation and wantsto make surethat filesin the pool will
not be locked out and will be available later.

replicasinthispool are counted whether thispool isup or down. It does done matter
fore replication purpose if offline pool goes down or up. Rationale — operator
wants to bring pool down briefly and he/she knows that replicas in the pool are
safe. This stateisintroduced to avoid unnecessary massive replication. When pool
comes online from offline state replicas in the pool will be inventoried to make
sure we know thereal list of replicas in the pool.
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down operator needs to set pool or set of pools down permanently and wants to make
sure that there no replicas “locked out” when all known replicas of thefile arein
the pools which are unavailable. Thus whether pool is really up or down replicas
init are not counted.

drainoff, offline-pre-  transient states between online and down or offline states respectively. If there are

pare fileswhich can be“locked out” in down or offline states, they will be evacuated —
at least onereplicafor each locked filewill be copied out. It isunlikely that file will
be locked out when singly pool goes down — normally few replicas are online.
When several pools go down or set drainoff or offline file lockout may happens.

Note

Currently replicas counted separately in groups of offline-prepare and drainoff pools.

RM needs the single copy of the replicato be copied out and then you can turn pool down, the other replicas
will be made from the replicaavailable online. To confirm that it is safe to turn pool down thereis command
to check number of files which can be locked in this pool.

v1.0 — these states called “transient” but pool does not automatically turned down

Startup

The number of the poolsin the system may be large and it may be inconvenient to keep configuration of the
system predefined in somefile. On startup complete configuration is unknown and RM triesto keep number
of replicas in the valid range as pools arrive and departure and files are copied in. On the other hand when
groups of poolsarrive or departureit leads to massive replicacloning or reduction. It is beneficial to suspend
gjustments until system arrives to more or less stable configuration.

When RM startsit cleans up DB. Then it waits for sometime to give a chance to the pools to get connected.
RM tries do not start too early and give a chance to most of the pools in the system to connect. Otherwise
unnecessary massive replication will start. When configuration is unknown RM waits for some time until
“guorum” of the pools get connected. Currently this is implemented by some delay to start adjustments to
get chance to the pools to connect.

Normally (during Cold Start) all informationin DB iscleaned up and recreated again by polling poolswhich
are online shortly after some minimum delay after RM starts. RM starts to track pools state (pool up/down
messages and polling list of online pools) and updates list of replicas in the pools which came online. This
process lasts for about 10-15 minutes to make sure all pools come up online and/or get connected. Pools
which once get connected to RM are in online or down state.

It can be annoying to wait for some large period of time until all known “good” pools get connected. There
is“Hot Restart” option to accelerate restart of the system after the crash of the head node.

On Hot Restart RM retrieves information about pools state before the crash from DB and saves pools state
to some internal structure. When pool gets connected RM checks the old pool state and registers old pools
state in DB again if the state was offline, offline-prepare or “drainoff” state. RM also checks if the pool was
online before the crash. When all poolswhich were “onling” get connected once, RM supposes it recovered
it'sold configuration and RM starts adjustments. RM operatesin the “fluid world”. It does not required that
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pools stay online. The point iswhen al online pools get connected online we can start adjustments. If some
pools went down during connection process they are already accounted and adjustment will take care of it.

Example: Suppose we had have ten poolsin the system where eight pools were online and two were offline.
RM does not care about two offline pool s get connected to start adjustments. For the other eight poolswhich
were online, suppose one pool get connected and then it falls down while the other poolstry to connect. RM
considers this pool in known state, and when other seven pools get connected it can start adjustments and
does not wait any more. If system was in equilibrium state before the crash, RM may find some deficient
replicas because of the crashed pool and start replication right away.

More on operation

RM has few threads running at the same time. Adjuster keeps count of the replicas within the valid range,
the other threads help to do this.

Adjuster. Information about al replicasis kept in DB. Adjuster makes several queriesin DB during adjust-
ment cycle to get the list of files for which replicas must be reduced or replicated:

* redundant replicas, Nrep > max

* unique replicasin drainoff pools

* uniquereplicas in offline-prepare pools
* deficient replicas, Nrep <min

Number of replicas is counted in pools which are online or offline. Offline-prepare or drainoff pools con-
sidered read-only and can be used as a source pool for replication. Last replica of the filein the system must
not be removed.

The information in DB updated when new replica is added or removed from the pool. When some pool
changesit’'s state al replicas in the pool became available or unavailable. This changes the number of ac-
cessiblereplicasfor thefile. The current list is marked asinvalid and RM restarts adjustment cycle from the
beginning. When nothing happens for some time adjustment cycleistriggered by timeout to make sure RM
did not miss anything because some messages get |ost.

When it is found that replica needs replication or reduction the worker thread starts to do the job asyn-
chronously. Number of Worker threadsis limited to the max [default=6], separately for reducers and repli-
cators. If no workers are available adjuster will wait for the worker thread. Worker thread starts operation
by sending message to dCache and waits until operation finishes or timeout expires. Thetimeout is different
for reduction (replicaremoval) and replication, the replication timout shall be larger to account for the time
to transfer the largest file between the pools. When the worker thread starts operation it marks replica as
“having the operation” in action table in DB, and this replica will be excluded from other operations in the
system until operation done or timeout expire. When there are few replicas for the same file found to be
replicated (or reduced), RM schedules one replica for replication and proceeds with processing the other
files. When Adjuster reaches the end of the list, it may return to the processing of the other replicas of the
first file without delay considering the previous operation with the file compl ete.

Sometimes Adjuster gets error on operation with replicaand in some casesif it does the same operation with
thesamereplicaagain this* unresolved” error happens again and again blocking RM to keep from processing
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other replicas. To avoid such loops and “ dynamic deadlock” RM can put the replica which encountered the
problem into “ exclude” state. To return this replica into operation administrator shall manually “ release”
thisreplica

When pool changesits state RM receives a message which can be lost or is not sent in some cases like pool
crash. To make sure RM has correct information about pool statesit runs PoolswWatchDog thread. WatchDog
polls pools states and comparesit to the result of the previous poll to find out which pools departed from or
arrived into the system. Then it sleeps for some time and does the check again. When there were no changes
in the pool configuration WatchDog throttles messages “no pool configuration change” in the log file —
but it is still running.

Cyclical threads — Adjuster and WatchDog write and timestampsit’s current statein DB. It is displayed on
Web page o it is possible to check if it is running. Excluded files are listed there too.

Commands

If you are advanced user and have proper privileges and you know how to issue command to admin interface
you may connect to the Repl i caManager cell and issue the following commands. Y ou may find more
commands in online help which are for debug only — do not use them as they can stop RM operating

properly.

set pool pool state set pool state

show pool pool show pool state

| s uni que pool check if pool drained off (has unique pndfsids). Reports number of
replicasin this pool. Zero if no locked replicas.

excl ude pnfsld exclude pnf sl d from adjustments

rel ease pnfsid removes transaction/' BAD’ status for pnfsld

debug true | false enable/disable DEBUG messagesin the log file

Hybrid dCache

“Hybrid” dCache operates on combination of “normal” pools (backuped to the tape or “scratch” pools) and
the set of resilient pools. Resilience manager takes care only for the subset of pools configured in the Pool
Group named “ResilientPools’ and ignores all other pools. Currently resilient pool group name is hardcoded
as“ResilientPools’, and you shall create replicamanager cell to usein hybrid dCache by instantiating class
diskCacheV 111.replicaManager.ReplicaManagerV2 (note “V2” in the classname).

Addto Pool Manager . conf :

psu create pgroup ResilientPools

psu addto pgroup ResilientPools nyPool Name001
psu addto pgroup ResilientPools nyPool Nanme002
psu addto pgroup ResilientPools nyPool Name003

Poolsincluded in the resilient pool groop can also be included in other pool groups.
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Arguments for the Repl i caManager cell in the

batch file:

Default argument valuesasfor $I d: Repl i caManager . java, v 1.22 2004/ 08/ 25 22: 32: 07

cvs Exp $

Y ou do not need to put these arguments in the batch file until you want to change these defaults and you
know what are you doing. For normal operation you may want to chose “-ColdStart” or “-hotRestart” (is
default) mode of startup and (min,max) for desired range of number of replicas of thefile.

General

-min=2 -max=3

Valid range for the replicas count in “available” pools.

-debug=false | true

Disable / enable debug messagesin thelog file

Sartup mode
-hotRestart
default Startup will be accelerated, when al “known” pools registered
in DB as*online” before the crash, will re-connect again during
hot restart. Opposite to -coldStart.
-coldStart
optional Goodfor thefirst timeor big changesin pool configuration. Will

create new pool configuration in DB. Opposite to -hotRestart.

-delayDBStartTO=1200

on Cold Start:

20 min

DB init thread sleep this time to get chance to pools to get con-
nected to prevent massive replications when not all pools con-
nected yet when the replication starts.

-delayAdj StartTO=1260

Normally Adjuster waitsfor DB init thread to finish. If by some
abnormal reason it can not find DB thread then it will sleep for
this delay. It should be slightly more then “ delayDBStartTO”.

21 min

DB connection

-dbURL =jdbc:postgresql://
dbservernode.domain.edu:5432/replicas

Configure host:port where DB server is running and DB table
name. For DB on remote host you shall enable TCP connections
to DB from your host (see installation instructions).

-jdbcDrv=org.postgresql.Driver

DB driver. Replica Manager was tested with Postgres DB only.

-dbUser=myDBUserName

Configure different DB user

-dbPass=myDBUserPassword Configure different DB path
Delays
-maxWorkers=4 Number of worker threads to do the replication, the same num-

ber of worker threadsused for reduction. Must bemorefor larger
system but avoid situation when requests get queued in the pool .

-waitReplicateTO=43200
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12 hours Timeout for pool-to-pool replica copy transfer.
-waitReduceT 0=43200
12 hours Timeout to delete replica from the pool.
-waitDBUpdateTO=600
10 min Adjuster cycle period. If nothing changed, sleep for this time,
and restart adjustment cycleto query DB and check do we have
work to do?
-poolWatchDogPeriod=600
10 min

Pools Watch Dog pool period. Poll the poolswith this period to find if some pool went south without sending
notice (messages). Can not be too short because pool can have high load and do not send pings for some
time. Can not be less than pool ping period.

Monitoring Installation

DRAFT

Scope of this document

This section briefly summarizes steps to install Monitoring for the Replica Manager. RM installation is de-
scribed here the section called “Installation”. It's meant as “aide-memoire” for people doing dCache pack-
aging. The document is of very little use for dCache end users. Y ou may find useful information on how to
operate the Resilience Manager at the Resilient Manual.

Resilience Manager uses Tomcat to monitor its operation. This package is not required for normal RM
operation, but it is highly desirable to install and run it to properly monitor RM.

Prerequisites

The PostgreSQL database must be installed and running on the machine hosting the replica manager module
and DB schema must be initalized as described in RM installation instructions (“ Database Preparation”).
Y ou will see something in the tablesif Resilience Manager is running.

Tomcat Installation and Configuration

 get the binary Tomcat distribution (currently version 5.5.x) from A pache Jakarta Tomcat website http://
tomcat.apache.org/download-55.cgi#5.5.25 and install it folowing the instruction form the web site.

» Tomcat usesport 8080 by default, but we havechangeditto8090intheconf / ser ver. xmi filebecause
8080 is too popular — check this port and changeit !

<Connect or port="8090"
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* You needto copy jdbc PostgreSQL driver intoconmon/ | i b directory in Tomcat installation from URL :
http://jdbc.postgresql.org/downl oad/pg74.215.jdbc3.jar Thisversion of thedriver workswith Java1.4 and
15.

» deployreplica. war fileintot oncat/ apache-toncat -5. 5. x/ webapps/

« start the Tomcat:

[root] # tontat/apache-tontat-5.5.x/bin/startup.sh

Y ou can now access the Resilience Manager monitoring info using URL: http://your . host nane: 8090/
replica
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Chapter 7. Configuring the Pool
Manager

The heart of a dCache system is the pool manager. When a user performs an action on afile - reading or
writing - a transfer request is sent to the dCache system. The pool manager then decides how to handle
this request.

If afile the user wishes to read resides on one of the storage-pools within the dCache system, it will be
transferred from that pool to the user. If it resides on several poals, the file will be retrieved from the pool
which isleast busy. If al poolsthefileis stored on are busy, a new copy of the file on an idle pool will be
created and this pool will answer the request.

A new copy can either be created by a pool to pool transfer (p2p) or by fetching it from aconnected tertiary
storage system (sometimes called HSM - hierarchical storage manager). Fetching afilefrom atertiary storage
systemiscalled staging. It isalso performed if thefileisnot present on any of the poolsin the dCache system.
The pool manager a so has to decide on which pool the new copy will be created, i.e. staged or p2p-copied.

The behaviour of the pool manager ishighly configurable. In order to exploit thefull potential of the software
itisessential to understand the mechanisms used and how they are configured. The pool manager isaunique
cedl inthedomain “dCacheDonai n” and consists of several sub-modules: Theimportant ones are the pool
selection unit (PSU) and the cost manager (CM).

The PSU is responsible for finding the pools which the pool manager is allowed to use for a specific trans-
fer-request. From those the CM selects the optimal one. By telling the PSU which pools are permitted for
which type of transfer-request, the administrator of the dCache system can adjust the system to any kind
of scenario: Separate organizations served by separate pools, specia pools for writing the datato a tertiary
storage system, pools in a DMZ which serves only a certain kind of data (e.g. for the grid). The following
section explains the mechanism employed by the PSU and shows how to configureit with several examples.

The Pool Selection Mechanism

The PSU generates a list of allowable storage-pools for each incoming transfer-request. The PSU-configu-
ration described below tells the PSU which combinations of transfer-request and storage-pool are allowed.
Imagine atwo-dimensional table with arow for each possible transfer-request and a column for each pool -
each field in the table containing either “yes’ or “no”. For an incoming transfer-request the PSU will return
alist of al poolswith “yes’ in the corresponding row.

Instead of “yes’ and “no” the tablereally contains a preference - a non-negative integer. However, the PSU
configuration is easier to understand if thisisignored.

Actually maintaining such atable in memory (and as user in a configuration file) would be quite inefficient,
because of the many possibilities for the transfer-requests. Instead, the PSU consults a set of rulesin order
to generate thelist of allowed pools. Each such ruleis called alink becauseit links a set of transfer-requests
to agroup of pools. A link consists of aset of condition and alist of pools. If al the conditions are satisfied,
the pools belonging to the link are added to the list of allowable pools.

The main task is to understand how the conditionsin alink are defined. After we have dealt with that, the
preference values will be discussed and afew examples will follow.
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The Condition of a Link

The properties of atransfer-request, which are relevant for the PSU, are the following:

Location of the File The directory of the file in the file system (perfectly normal file system -
pnfs).

IP Address The IP address of the requesting host.

Type of Transfer Thetypeof transfer iseither “read”, “write”, or "cache". A request for read-

ing afile which is not stored in the cache, but has to be staged from a con-
nected tertiary storage system will trigger a “cache’-request and a subse-
quent “read” -request. These will be treated as two separate requests.

The location of the file in the file system is not used directly. Each file has the following two properties
which can be set per directory:

Storage Class The storage class is a string. It is used by a tertiary storage system to decide where
to store the file (i.e. on which set of tapes) and dCache can use the storage class for
asimilar purpose (i.e. on which pools the file can be stored.). A detailed description
of the syntax and how to set the storage class of a directory in the PNFSis givenin
the section called “ Storage Classes”.

Cache Class The cache classis a string with essentially the same functionality as the storage class,
except that it is not used by atertiary storage system. It is used in cases, where the
storage class does not provide enough flexibility. It should only be used, if an existing
configuration using storage classes does not provide sufficient flexibility

Each link contains one or more conditions, al of which have to be satisfied by the transfer-request. Each
condition in turn contains severa elementary conditions. The condition is satisfied if at least one of the
elementary conditions is satisfied. For the mathematically inclined this logical structure can be expressed
by the following formula:

link == ( el enCondl or el enCond2 )
and ( el enCond3 or el enCond4 or el enCond5 )
and ... and ( ... ),

where the parentheses are the conditions. The first condition contains the elementary conditions el em
Cond1 and el entCond2, and the second one contains el enCond3, el enCond4, and el enCond5.

There are 3 types of elementary conditions: elementary network (- net ), storageclass(- st or e), and cache
class conditions (- dcache). Each type imposes a condition on the IP address, the storage class, and the
cache class, respectively.

An elementary network condition consists of an |P address and anet mask written as“l P- addr ess/ net
mask”,say “111. 111. 111. 0/ 255. 255. 255. 0”. It is satisfied, if the request is coming from a host
with 1P address within the subnet given by the address/netmask pair.

An elementary storage class condition is given by astorage class. It is satisfied if the requested file has this
storage class. Simplewild cards are allowed: for thisit isimportant to know that a storage class must always
contains exactly one @symbol aswill be explained in the section called “ Storage Classes’. In an elementary
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storage class condition, either the part before the @symbol or both parts may be replaced by a* -symboal; for
example, * @smand * @ are both valid elementary storage class conditions whereas sonet hi ng@ is
invalid. The* -symbol representsalimited wildcard: any string that doesn’t contain an @symbol will match.

An elementary cache classconditionisgiven by acacheclass. Itissatisfied, if the cache class of the requested
file agreeswith it.

The conditions for the type of transfer are not specified with elementary conditions. Instead, each link con-
tains three attributes “- r eadpref ", “-wri t epref ”, and “- cachepr ef ”, which specify a preference
value for the respective types of transfer. If all the conditions in the link are satisfied, the corresponding
preference is assigned to each pool the link points to. Since we are ignoring different preference values at

the moment, a preference of 0 stands for “no” and a non-zero preference stands for “yes’.

Thefollowing explanation of the preference values can be skipped at first reading. It will not berelevant, if al
non-zero preference values are the same. |f you want to try configuring the pool manager right now without
bothering about the preferences, you should only use O (for “no”) and, say, 10 (for “yes’) as preferences.
The first examples below are of thistype.

Preference Values

If more than one preference value different from zero is used, the PSU will not generate a single list but
a set of lists, each containing pools with the same preference. The Cost Manager will use the list of pools
with highest preference and select the one with the lowest cost for the transfer. Only if al pools with the
highest preference are unavailable, the next list will be considered by the Cost Manager. This can be used
to configure a set of fall-back poolswhich are used if none of the other pools are available.

Syntax and Examples

The syntax of the commands for configuring the PSU will be explained with the examples below. These
commands can be issued within the Pool Manager -cell to change the configuration while the system
is running. The save-command can then be used to save the current configuration to the file con-

fi g/ Pool Manager . conf in the dCache program-directory. This file will be parsed, whenever the
dCache system starts up. It isasimpletext file containing the corresponding commands. It can therefore also
be edited before the system is started. It can also beloaded into a running system with the r el oad-command.

Pool Groups

Pools can be grouped together to pool groups. Consider a host pool 1 with two pools, pool 1_1 and
pool 1 2, and a host pool 2 with one pool pool 2_1. If you want to treat them in the same way, you
would create a pool group and put all of them init:

psu create pgroup nornal -pool s

psu create pool pool1l_1

psu addto pgroup nornal -pools pool1_1
psu create pool pool1_2

psu addto pgroup nornal -pools pool 1_2
psu create pool pool2_1

psu addto pgroup nornal -pools pool 2_1

If you later want to treat pool 1_2 differently from the others, you would remove it from this pool group
and add it to anew one:
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psu renovefrom pgroup normal - pool s pool 1_2
psu create pgroup special - pool s
psu addto pgroup special -pools pool 1_2

In the following, we will assume that the necessary pool groups aready exist. All names ending with “-
pool s” will denote pool groups.

Notethat a pool-node will register itself with the pool manager: The pool will be created within the PSU and
added to the pool group “def aul t ", if that exists. Thisis why the dCache system will automatically use
any new pool-nodes in the standard configuration: All pools arein “def aul t ” and can therefore handle
any request.

Separate Write and Read Pools

The dCache we are going to configure receives datafrom arunning experiment, storesthe dataonto atertiary
storage system, and serves as aread cache for users who want to analyze the data. While the new datafrom
the experiment should be stored on highly reliable and therefore expensive systems, the cache functionality
may be provided by inexpensive hardware. It is therefore desirable to have a set of pools dedicated for
writing the new data and a separate set for reading.

The simplest configuration for such a setup would consist of two links “write-link” and “read-link”. The
configuration is as follows:

psu create unit -net 0.0.0.0/0.0.0.0
psu create ugroup allnet-cond
psu addto ugroup allnet-cond 0.0.0.0/0.0.0.0

psu create link read-link allnet-cond
psu set link read-link -readpref=10 -witepref=0 -cachepref=10
psu add link read-link read-pools

psu create link wite-link allnet-cond
psu set link wite-link -readpref=0 -witepref=10 -cachepref=0
psu add link wite-link wite-pools

Why isthe conditional | net - cond necessary? It isused as acondition which isawaystruein both links.
This is needed, because each link contains at least one condition. The commands contain the words uni t
and ugr oup for historical reasons. They denote elementary conditions and conditionsin our nomenclature.

Restricted Access by IP Address

Y ou might not want to give accessto the poolsfor the whole network, asin the previous example (the section
called “ Separate Write and Read Pools’), though. Assume, the experiment data is copied into the cache
from the hostswith IP111. 111. 111. 201, 111. 111. 111. 202,and 111. 111. 111. 203. Asyou
might guess, the subnet of thesiteis111. 111. 111. 0/ 255. 255. 255. 0. Access from outside should
be denied. Then you would modify the above configuration as follows:

psu create unit -net 111.111.111.0/255.255.255.0
psu create ugroup allnet-cond
psu addto ugroup allnet-cond 111.111.111. 0/255. 255. 255.0

psu create unit -net 111.111.111.201/255. 255. 255. 255
psu create unit -net 111.111.111.202/255. 255. 255. 255
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psu create unit -net 111.111.111.203/255. 255. 255. 255

psu create ugroup wite-cond

psu addto ugroup wite-cond 111.111.111.201/255. 255. 255. 255
psu addto ugroup wite-cond 111.111.111. 202/ 255. 255. 255. 255
psu addto ugroup wite-cond 111.111.111.203/255. 255. 255. 255

psu create link read-link allnet-cond
psu set link read-link -readpref=10 -witepref=0 -cachepref=10
psu add link read-link read-pools

psu create link wite-link wite-cond
psu set link wite-link -readpref=0 -witepref=10 -cachepref=0
psu add link wite-link wite-pools

Reserving Pools for Storage and Cache Classes

If pools are financed by one experimental group, they probably do not like it, if it is also used by another
group. The best way to restrict data bel onging to one experiment to a set of poolsiswith the help of storage
class conditions. If more flexibility is needed, cache class conditions can be used for the same purpose.

Assume, data of experiment A obtained in 2004 is written into subdirectories in the PNFS tree which are
tagged with the storage class “exp- a: run2004@sni, and similarly for the other years. (How thisis
done is described in the section called “ Storage Classes’.) Experiment B uses the storage class “exp-

b: al | dat a@snft for al itsdata. Especially important dataistagged with thecacheclass“i npor t ant ”.
(Thisis described in the section called “Cache Class’.) A suitable setup would be

psu create ugroup exp-a-cond

psu create unit -store exp-a:run2003@sm
psu addto ugroup exp-a-cond exp-a:run2003@sm
psu create unit -store exp-a:run2004@sm
psu addto ugroup exp-a-cond exp-a:run2004@sm

psu create link exp-a-link allnet-cond exp-a-cond
psu set link exp-a-link -readpref=10 -witepref=10 -cachepref=10
psu add link exp-a-link exp-a-pools

psu create ugroup exp-b-cond

psu create unit -store exp-b:alldata@sm
psu addto ugroup exp-b-cond exp-b:alldata@sm

psu create ugroup inp-cond
psu create unit -dcache inportant
psu addto ugroup inp-cond inportant

psu create link exp-b-link allnet-cond exp-b-cond
psu set link exp-b-link -readpref=10 -witepref=10 -cachepref=10
psu add link exp-b-link exp-b-pools

psu create |ink exp-b-inp-link allnet-cond exp-b-cond inp-cond
psu set link exp-b-inp-link -readpref=20 -witepref=20 -cachepref=20
psu add link exp-b-link exp-b-inp-pools

Datatagged with cache class “i npor t ant ” will aways be written and read from pools in the pool group
exp- b-i np- pool s, except when al pools in this group cannot be reached. Then the poolsin exp- a-
pool s will be used.

Note again that these will never be used otherwise. Not even, if all poolsin exp- b- i np- pool s arevery
busy and some poolsin exp- a- pool s have nothing to do and lots of free space.
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The central IT department might also want to set up afew pools, which are used as fall-back, if none of the
pools of the experiments are functioning. These will also be used for internal testing. The following would
have to be added to the previous setup:

psu create |ink fallback-1ink allnet-cond
psu set link fallback-link -readpref=5 -witepref=5 -cachepref=5
psu add link fallback-link it-pools

Note again that these will only be used, if none of the experiments pools can bereached, or if the storage class
is not of the form exp- a: run2003@sm exp- a: r un2004@sm or exp- b: al | dat a@sm If the
administrator fails to create the elementary condition exp- a: r un2005@smand add it to the condition
exp- a- cond, the fal-back poolswill be used eventually.

Storage Classes

The storage class is a string of the form St or eDescri pt or @ism where hsm denotes the type of
tertiary storage system in use, and St or eDescri pt or is a string describing the storage class in a
syntax which depends on the used tertiary storage system. If no tertiary storage system is used, it is
probably best to use hsm=osm since this is tested best. Then the St or eDescri pt or has the syntax
St or e: St or ageG oup. These can be set within PNFS per directory. Consider for example the follow-
ing setup:

[root] # cd /pnfs/domain/experinent-al

[root] # cat ".(tag)(OSMrenpl ate)"
St oreName nyStore

[root] # cat ".(tag)(sGoup)"

STRI NG

Thisisthe setup after afresh installation and it will lead to the storage classny St or e: STRI NG@sm An
adjustment to more sensible values will look like

[root] # echo "StoreNanme exp-a" >! ".(tag)(OSMrenpl ate)"
[root] # echo "run2004" >! ".(tag)(sGoup)"

and will result in the storage class exp- a: r un2004@sm To summarize: The storage class will depend
on the directory, the datais stored in and is configurable.

Cache Class

Storage classes might already be in use for the configuration of a tertiary storage system. In most cases
they should be flexible enough to configure the PSU. However, in rare cases the existing configuration and
convention for storage classes might not be flexible enough.

Consider for example a situation, where data produced by an experiment always has the same storage class
exp- a: al | dat a@sm Thisisgood for the tertiary storage system, since al datais supposed to go to the
same tape set sequentially. However, the data al so contains arelatively small amount of meta-data, whichis
accessed much more often by analysis jobs than the rest of the data. Y ou would like to keep the meta-data
on adedicated set of dCache pools. However, the storage class does not provide means to accomplish that.

The cache class of adirectory is set by thetag cacheCl ass asfollows:
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[root] # echo "metaData" >! ".(tag)(cached ass)"

In the above example the meta-data is stored in directories which are tagged in this way.

Thereisanicetrick for easy checking of the existing tagsin one directory:

[root] # grep '' “cat '.(tags)()'"
. (tag) (OSMrenpl at e) : St oreNane exp-a
.(tag) (sGoup):run2004

.(tag) (cached ass): net aDat a

This only works, if the quote-symbols are used correctly. (tick, tick, back-tick, tick, tick, back-tick).

Tagsareinherited by sub-directories: Changing atag of adirectory will change the tag of each sub-directory,
if the tag has never been changed for this sub-directory directly. Changing tags breaks these inheritance
links. Directories in PNFS should never be moved, since this will mess up the inheritance structure and
eventually break the whole system.

The Cost Module

From the allowable pool s as determined by the pool sel ection unit, the pool manager determinesthe pool used
for storing or reading afile by calculating a cost value for each pool. The pool with the lowest cost is used.

If a client requests to read a file which is stored on more than one alowable pool, the performance costs
are calculated for these pools. In short, this cost value describes how much the poal is currently occupied
with transfers.

If a pool has to be selected for storing a file, which is either written by a client or restored from a tape
backend, this performance cost is combined with a space cost value to a total cost value for the decision.
The space cost describes how much it “hurts’ to free space on the pool for thefile.

The cost module is responsible for calculating the cost values for all pools. The pools regularly send all
necessary information about space usage and request queue lengthsto the cost module. It can be regarded as
acachefor all thisinformation. Thisway it is not necessary to send “get cost” requests to the poolsfor each
client request. The cost module interpolates the expected costs until a new precise information package is
coming from the pools. This mechanism prevents clumping of requests.

Calculating the cost for a data transfer is done in two steps. First, the cost module merges all information
about space and transfer queues of the poolsto calucate the performance and space costs separately. Second,
in the case of awrite or stage request, these two numbers are merged to build the total cost for each pooal.
Thefirst step isisolated within a separate loadabl e class. The second step is done by the cost modul el

The Performance Cost

The load of a pool is determined by comparing the current number of active and waiting transfers to the
maximum number of concurrent transfers allowed. This is done separately for each of the transfer types
(store, restore, pool-to-pool client, pool-to-pool server, and client request) with the following equation:

1 The next devel opment step will be to add the second calculation as well to the customizable (loadable) class.
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perfCost(per Type) = ( activeTransfers + waitingTransfers) / maxAllowed .

The maximum number of concurrent transfers (maxAllowed) can be configured with the commands st set
max active (store), rh set max active (restore), mover set max active (client request), p2p set max active
(pool-to-pool server), and pp set max active (pool-to-pool client).

Then the average istaken for each mover type where maxAllowed isnot zero. For apool where store, restore
and client transfers are allowed, e.g.:

perfCost(total) = ( perfCost(store) + perf Cost(restore) + perfCost(client) ) / 3,
and for aread only pool:
perfCost(total) = ( perfCost(restore) + perfCost(client) ) / 2.

For awell balanced system, the performance cost should not exceed 1.0.

The Space Cost

In this section only the new scheme for calculating the space cost will be described. Be aware, that the old
scheme will be used if the breakeven parameter of a pool islarger or equal 1.0.

The cost value used for determining a pool for storing afile depends either on the free space on the pool or
on the age of the least recently used (LRU) file, which whould have to be del eted.

The space cost is calculated as follows:

If freeSpace > gapPara then spaceCost = 3 * newFileSze/ freeSpace
If freeSpace <= gapPara and lruAge< 60 then spaceCost = 1+ costForMinute
If freeSpace <= gapPara and lruAge>= 60 then spaceCost = 1+ costForMinute* 60/ Iru-

Age
where the variable names have the following meanings:
freeSpace The free space left on the pool
newrFileSze The size of the file to be written to one of the pools, and at least 50MB.
IruAge The age of the least recently used file on the pool.
gapPara The gap parameter. Default is 4GB. The size of free space below which it will be

assumed that the pool is full and consequently the least recently used file has to be
removed. If, on the other hand, the free space is greater than gapPar a, it will be
expensiveto store afile on the pool which exceeds the free space.

It can be set per pool with the set gap command. This has to be done in the pool cell
and not in the pool manager cell. Nevertheless it only influences the cost calculation
scheme within the pool manager and not the bahaviour of the pool itself.

costForMinute A parameter which fixes the space cost of a one-minute-old LRU file to (1 + cost-
ForMinute). It can be set with the set breakeven, where
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costForMinute = breakeven * 7 * 24 * 60.

|.e. the the space cost of aone-week-old LRU filewill be (1 + breakeven). Not again,
that all thisonly appliesif breakeven < 1.0

The prescription above can be stated alittle differently as follows:

If ‘freeSpace > gapPara ‘then ‘spaceCost = 3* newFileSize / freeSpace
If ‘freeSpace <= gapPara ‘then ‘spaceCost =1+ breakeven* 7* 24* 60* 60/ IruAge,

wherenewFi | eSi ze isat least 50MB and | r uAge at least one minute.

Rationale

As the last version of the formula suggests, a pool can be in two states: Either freeSpace > gapPara or
freeSpace <= gapPara - either thereisfree spaceleft to storefileswithout deleting cached files or thereisn’t.

Therefore, gapPar a should be around the size of the smallest files which frequently might be written to
the pooal. If files smaller than gapPar a appear very seldom or never, the pool might get stuck in the first
of the two cases with a high cost.

If the LRU file is smaller than the new file, other files might have to be deleted. If these are much younger

than the LRU file, this space cost calculation scheme might not lead to a selection of the optimal pool.
However, in praxis this happens very seldomly and this scheme turns out to be very efficient.

The Total Cost

The total cost is alinear combination of the performance and space cost. |.e. totalCost = ccf * perfCost +
scf * spaceCost , whereccf and scf are configurable with the command set pool decision. E.g.

(Pool Manager) admin > set pool decision -spacecostfactor=3 -cpucostfactor=1

will give the space cost three times the weight of the performance cost.

Advanced Customization of the Cost Calculation

The cost calcuation scheme described above can be overwritten by the pool manager “ create” -option:

- cost Cal cul at or =newCost Cal cul at or

Thedefault valuefor newCost Cal cul at or isCost Cal cul ati onV5. Thegoal isto compare different
pool costs without intermediatly calculating scalar values for performance and space.

Devel

In addition, the Pool Celllnfo now isjust the Celllnfo plus the Pool CostInfo. The WebCollectorV 3 has been
modified accordingly. The WebCollectorV 0 has been removed.
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Pool 2 Pool transfer client

The pool 2 pool client transfers are now added to the total cost of a pool and they are reported to the ' pool
request’ web page as well.

Although client pool 2 pool transfers seem to be handled within regular queues, they are not. Queuing both,
p2p server and queue requests, has a (even though small) probability of deadlocks. So, p2p client requests
are never actually queued but they start immediately after they have been requested. The p2p client ' max
number of transfers' is only used to calculate the costs for those transfers.
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Chapter 8. The Interface to a Tertiary
Storage System

Patrick Fuhrmann

dCache installations, used as a frontend to tertiary storage system, need, at some point, to exchange data
this such a system in order to store new, precious files and to retrieve files from the HSM if not yet, or no
longer, available on one of the dCache pools. Unfortunately there is no well defined interface for such HSM
operations. So the dCache overcomes this praoblem by calling configurable (dCache external) shell scripts
or binaries whenever an HSM store or retrieve operation becomes necessary. The local HSM administrator
is responsible for providing this procedure and to make it available and known to the dCache. This small
writeup defines the way dCache will call such an external method.

Note

Most dCache distributions do not expect to run together with an HSM backend system. To make
thiswork, make surethat neither in the pool .batch file, nor intheconf i g/ pool . pool i st files
theoption | f s=pr eci ous is specified.

Defining the HSM interface.

Each individual pool, which is expected to exchange data with an HSM, has to define a dCache external
method to flush/fetch datasets into/from one or more connected HSM's. The command decribed below has
either to be given in the command line interface of the corresponding pool while the pool is active (don’t
forget so “save’) or may be added to the pool setup file commands prior to starting the pool.

Syntax : hsm set <hsnName> - cormand=<f ul | Pat hToExt er nal Conmand>

Exanpl e :
hsm set osm -command=/ usr/ d- cache/j obs/ osm hsntp. sh

or
hsm set enstore -comand=/usr/d-cache-depl oyment/jobs/real -enstore. sh

The external method, which might be ashell script or abinary, is called by the dCache with aset of positional
arguments (see below). In addition, options may be specified which are appended to the regular argument
list on calling the external method.

Syntax : hsm set <hsmName> - <key>=<val ue>
Exanpl e :

hsm set osm -conmmand=/ usr/ d- cache/j obs/ osm hsntp. sh
hsm set osm - pnf s=/ pnf s/ desy. de -sonet hi ngEl se=true

Thiswill result in excuting the following command line whenever afile has to be exchanged with an HSM.

[ usr/d-cache/j obs/ osm hsntp. sh put|get <pnfsld> <Local Fil ename> \
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-si =<See Bel ow> \
-pnfs=/pnfs/desy.de \
- somet hi ngEl se=true

Calling sequence

The externa script or binary is launed with 3 positiona arguments and at least one option (-
si =<st or agel nf 0>). Additonial options may follow if defined so with the hsm set pool command. Ar-
guments and options are separated by at least on blank character.

Syntax :

<bi nary> put| get <pnfsid> <local Fil eName> \
-si =<storagel nfo> [ nore options]

The put|get argument determines the data transfer direction seen from the HSM. put means, that data has to
be stored into the HSM while get means it has be fetched out of the HSM.

The <storagelnfo> option is a collection of key value pairs, separated by semicola. All these values are
derived from the pnfs database. The possible keys dlightly differ, depending on which HSM is addressed.
The order of the key value pairsis not determined and may vary between calls. The - si = string shouldn’t
contain blank TAB or newline characters.

Example:

- si =si ze=1048576000; new=t r ue; st or ed=f al se; sO ass=desy: cns-sc3; cCl ass=-; hsmrosm Host =desy;

Table 8.1. Mandatory Stor agel nfo keys

Key Meaning
size Size of thefilein bytes
new Falseif file aready in the dCache

stored Trueif file aready stored in the HSM
sClass HSM depended. Used by the Pool Manager for pool attraction
cClass Parent Director tag (cacheC ass). Used by the Pool Manager for poolattraction. May be

hsm Storage Manager name (enstore/osm). Can be overwritten by parent directory tag (hsm
Type).

Table 8.2. Optional Storagel nfo keys but used by all HSM'’s

Key Meaning

flag-| Size of thefile (if size exceeds 2G)

flag-s * if file is defined sticky

flag-c CRC value (currently 1: <hexAd| er 32>
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Table 8.3. Enstore specific

Key M eaning

group Storage Group (e.g. cdf,cms...)

family File family (e.g. sgi2test,h6nxI8, ...)

bfid Bitfile Id (GET only) (e.g. BOM S105746894100000)

volume |Tape Volume (GET only) (e.g. IA6912)

location |Location on tape (GET only) (e.g. : 0000_000000000_0000117)

Table 8.4. OSM specific

Key Meaning

store OSM store (e.g. zeus)hl, ...)

group OSM Storage Group (e.g. hiraw99, ...)

bfid Bitfile Id (GET only) (e.g. 000451243.2542452542.25424524)

There might be more key values pairs which are used by the dCache internally and which should not affect
the behaviour of the hsm copy script.

Table 8.5. Return codes

Return Code |Meaning Pool Behaviour
Into HSM From HSM
30<=rc<40 User defined Deactivatesrequest | Reports Problem to PoolManager
41 No Space Left on device Pool Retries Disables Pool
42 Disk Read I/O Error Reports Problem to PoolManager
43 Disk Write 1/O Error
All other Pool Retries Reports Problem to PoolManager

Special Cases and exceptions

Reading vers. Writing HSM files

When fetching afile from an HSM, the command line contains sufficient information about the location of
the dataset within the HSM to get the file. No additional interaction with pnf s isneeded. So pnf s doesn’t
need to be mounted on read-only pools.

Thisis different for storing files into an HSM. As a return from the actual HSM put operation, some data
has to be stored in pnf s. Currently this has to be done directly by the corresponding external HSM script.
So, other then for read pools, write pools still need to have pnf s mounted.

A future approache will be to transfer the necessay HSM information from the HSM copy script into the
dCache using STDOUT. The dCache subsequently performs the necessary pnf s store operation through
the Pnf sManager .
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Precious files are removed from pnf s

In case apreciousfileisremoved from pnf s before the hsmcopy-Script (osntp. shorreal - encp. sh)
is called, the copy on disk is removed and the hsmcopy-Script is not called.

If the file is removed while the hsmcopy-Script is active, the script will encounter an error when writing
HSM datainto the various pnf s layers. In this case it’s recommended to return an error code in the 30-39
range to have the request deactivated. So manual intervention is needed to get the situation cleaned up but
no attempt is made by the dCache to get the corresponding dataset stored into the HSM again.

Removing files from an backend HSM, trig-
gered by dCache

Whenever afile entry is removed from pnfs (the dCache namespace), dCache takes care that all copies of
this file are removed from the various pools. In case, dCache is attached to one or more tertiary storage
systems, it provides an interface to alow removing the file from those external systems as well.

Assoon asafileentry isremoved from pnf s, anew fileis created within aspecial, so called, trash directory.
(For details, see next paragraph) The name of this newly created file is identical to its inode, resp. pnfsld.
A pnfsld is an internal unique identifier for each file within the dCache. Pnfslds don’t change if files are
renamed and pnfslds are never reused. The content of the this (new) file is exactly the information written
intol evel 1 duringthe HSM store prodecure, discussed in the sections above. Thisinformation isusually
sufficient to get the file removed from the backend HSM storage system.

Thet r ash directory is alocal directory residing on the head node, or to be more precise, on the server
node where pnfs/chimerais running. In regular dCache installations, the directory is/ opt / pnf sdb/ pn-

fs/trash/ 1. After theinstallation of pnfs, only the path section/ opt / pnf sdb/ pnf s/ tr ash exists.
In order to activate the signaling on pnfs file removes, a subdirectory named 1 has to be created within
/ opt / pnf sdb/ pnf s/t rash. From that point in time, this directory is populated with file entries for
each fileremoved from pnfs/chimera. The mechanism, taking thisfileinformation and doing the appropriate
HSM specific actions, is resposible for removing those entriesif no longer needed, resp. if the file has been
removed from the backend HSM.

For exotic dCache installations, the entry t r ash=in/ usr/ et ¢/ pnf sSet up pointsto thet r ash di-
rectory within the local filesystem.
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File hopping is a collective term in dCache, summarizing the possibility of having files being transferred
between dCache pools triggered by a variety of conditions. Most of the features described here will be
available starting with dCache release 1.6.7. The most prominent examples are;

 If afileisrequested by aclient but the file resides on a pool from which this client, by configuration, is
not allowed to read data, the dataset is transferred to an “allowed” pool first.

« If apool encounters a steady high load, the system may, if configured, decide to replicate files to other
poolsto achieve an equal |oad distribution.

» HSM restore operations may be split into two steps. The first one reads data from tertiary storage to
an “HSM connected” pool and the second step takes care that the file is replicated to a general read
pool. Under some conditions this separation of HSM and non-HSM pools might become necessary for
performance reasons.

« |If adataset has been written into dCache it might become necessary to have thisfile replicated instantly.
The reasons can be, to either have a second, safe copy, or to make sure that clients don’t access the file
for reading on the write pools.

File Hopping “on arrival” from outside
dCache

“File Hopping on arrival” is aterm, denoting the possibility of initiating a pool to pool transfer as the result
of afile successfully arriving on a pool. The file must have been written by an external client using any
supported protocol (dCap, FTP, xr oot d). Files restored from HSM or arriving on a pool as the result of
apool to pool transfer will not yet be forwarded.

Forwarding of incoming files is enabled per pool in the host nane.poollist file. The pool is requested to
send a“replicateFile” messageto either the Pool Manager ortotheHoppi ngManager , if available. The
different approaches are briefly described below and in more detail in the subsequent sections.

» The“replicateFile” messageis sent to the Pool Manager . Thishappensfor al filesarriving at that pool
from outside (no restore or p2p). No intermediate Hoppi ngManager isneeded. Therestrictions are

» All filesarereplicated. No pre-selection, e.g. on the storage class can be done.

» Themode of thereplicated fileis determined by the destination pool and can’'t be overwritten. See’File
mode of replicated files'.

e The“replicateFile” messageis sent to the Hoppi ngManager . The Hoppi ngManager can be config-
ured to replicate certain storage classes only and to set the mode of the replicated file according to rules.
The file mode of the source file can’t be modified.

57



File Hopping

File mode of replicated files

The mode of areplicated file can either be determined by settings in the destination pool or by the Hop-
pi ngManager .

* If no Hoppi ngManager is used for replication, the mode of the replicated file is determined by the
p2p=cached| pr eci ous setting in the host nane.poollist file of the destination pool. The default
setting is cached.

« If a Hoppi ngManager is used for file replication, the mode of the replicated file is determined by
the Hoppi ngManager rule responsible for this particular replication. If the destination mode is set to
“keep” in the rule, the mode of the destination pool determines the final mode of the replicated file.

File Hopping managed by the PoolManager

File hopping configuration instructs a pool to send a 'replicateFile’ request to the Pool Manager asthe
result of afilearriving on that pool from some external client. All arriving fileswill be treated the same. The
Pool Manager will process this request by trying to find a’link’ with the following attributes :

Table 9.1. Pool Manager Hopping Request Attributes

Data Flow Direction Protocol Storage Class Client IP Number
Pool 2 Pool dCap/3 Class of file Configurable

In order to get pool 2 pool enabled for a particular pool, the corresponding entry of that pool in the
XXX. pool I'i st file hasto be extended by the replicateOnArrival key-value pair.

Pool Name Pool Path replicateOnArrival =Pool Manager, i p- nunber ...

where i p- nunber may be areal | P number of a farm node which may be taken as example node for
others intending to read the file, or the | P number may be taken from a non existing | P number range.
This range can be used to instruct the Pool Manager to replicate files from this pool to a special set of
destination pools.

Please see the section "File mode of replicated files' for the mode of the file on the destination pooal.

Example for File Hopping by the PoolManager only

We assume that we want of have al files, arriving on pool ocean of host ear t h to be immediately repli-
cated to a subset of read pools. This subset of poolsis described by pool group ocean- copi es. No other
pool ismember of pool group ocean- copi es. Other thanthat, filesarriving at pool nount ai n should be
replicated to all read pools from which farm nodesonthe 131. 169. 10. 0/ 24 subnet are allowed to read.

Theeart h. pool | i st file must be modified as followes.

ocean / bi gdi sk/ pool s/ ocean replicateOnArrival =Pool Manager, 192.1.1.1 nore options
mount ai n / bi gdi sk/ pool s/ mountain replicateOnArrival =Pool Manager, 131. 169. 10. 1 nore options

While131. 169. 10. 1 isalega IP address e.g. of one of you farm nodes, the 192. 1. 1. 1 IP address
must not exist anywhere at your site.
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Add the following lines to the Pool Manager . conf in order to instruct the Pool Manager to replicate
files, arriving at the ocean pool to be replicated to the ocean- copi es subset of your read pools.

#

# define the read-pools pool group and add pool nenbers
#

psu create pgroup farmread-pools

#

psu addto pgroup farmread-pools read-pool -1
psu addto pgroup farmread-pools read-pool -2
psu addto pgroup farmread-pools read-pool -3
psu addto pgroup farmread-pools read-pool -4

7gsu create unit -net 131.169.10.0/255. 255. 255. 0

ﬁsu create ugroup farm network

ﬁsu addto ugroup farmnetwork 131.169. 10.0/255. 255. 255.0

ﬁsu create link farmread-link any-store any-protocol farm network
ﬁsu addto link farmread-link farmread-pools

#

psu set link farmread-link -p2ppref=100 -readpref=100 -witepref=0 -cachepref=XXX. ..

# create the faked net unit

ﬁsu create unit -net 192.1.1.1/255.255. 255. 255

ﬁsu create ugroup ocean-copy-network

ﬁsu addt o ugroup ocean-copy-network 192.1.1.1/255.255. 255. 255

z we assune that 'any-protocol' and 'any-store' is already defined.

ﬁsu create link ocean-copy-link any-store any-protocol ocean-copy-network
ﬁsu addt o link ocean-copy-Ilink ocean-copy-pool s

z define the ocean-copy pool group and add pool nenbers

?;su create pgroup ocean-copy-pools

?;su addt o pgroup ocean-copy-pools read-pool-1

ﬁsu set link ocean-copy-link -p2ppref=100 -readpref=100 -witepref=0 -cachepref=XXX. ..

H W W

File Hopping managed by the HoppingManager

Starting the FileHopping Manager service

The Hoppi ngManager is not automatically started in 1.7.0. Please perform the following steps to get it
started :

» Createafilehoppi ng. bat chinthe/ opt/ d- cache/ conf i g directory with thefollowing content :

59



File Hopping

set printout default 3
set printout Cell d ue none
onerror shutdown

#

check -strong setupFile

#

copy file:${setupFile} context:setupContext
#

# inport the variables into our $context.
# don't overwite already existing variables.

?rrport context -c setupContext

Z Make sure we got what we need.

iheck -strong servicelLocatorPort servicelLocat or Host
ir eate dng. cel | s. services. Routi ngManager Routi ngMgr
i The Locati onManager Part

#

create dng. cells. services. Locati onManager | m\
"${servicelLocatorHost} ${serviceLocatorPort}"
#
#
create di skCacheV1l1l. servi ces. Fi |l eHoppi ngManager Hoppi ngvanager \
"${confi g}/ Hoppi ngManager . conf -export"
#

e changeto/ opt/ d-cache/j obs

* Run ./initPackage.sh

 Start the service ./hopping start

Initially no rules are configured for the hopping manager. Y ou may add rules by either edit the/ opt / d-

cache/ confi g/ Hoppi ngManager . conf and restart the hopping service, or use the admin interface
and save the modifications by save’ into Hoppi ngManager . conf

Configuring pools to use the HoppingManager(x)

In order to instruct the pool to send a'replicateFile’ message to the HoppingManager service, modify the
host nane.pooalllist file asfollows:

ocean / bi gdi sk/ pool s/ ocean replicateOnArrival =Hoppi ngManager nore options

HoppingManager Configuration Introduction

» TheHoppi ngManager essentialy receives’replicateFile’ messages from pools, configured to support
file hopping, and either discards or modifies and forwards them to the Pool Manager , depending on
rules described below.

* TheHoppi ngManager decideson the action to perform, based on a set of configurablerules. Eachrule
has aname. Rules are checked in alphabetic order concerning their names.
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* A ruleit triggered if the storage class matches the storage class pattern assigned to that rule. If aruleis
triggered, it is processed and no further rule checking is performed. If no rule is found for this request
thefileis not replicated.

« If for whatever reason, afile couldn’t be replicated, NO RETRY is being performed.
» Processing atriggered rule can be:
» The messageis discarded. No replication is done for this particul ar storage class.
» Therule modifies the 'replicate message’, before it is forwarded to the PoolManager.

The’ destination ip number can be added to the 'replicate file' message. This has the same effect as the
ip-number following the "PoolManager" keyword inthe host name.pooallist file in the ’unconditional
replication section above. Therule assignesa’ destination’ ip number to the’replicate message’, before
it isforwarded to the PoolManager. This has the same effect as the ip-number following the " PoolMan-
ager" keyword in the host nane.poollist filein the’unconditional replication section above.

Themode of thereplicated file can be specified. Thiscan either be’ precious’, ' cached’ or "keep'. ' keep’
means that the pool mode determines the replicated file mode.

The requested protocol can be specified.

HoppingManager Configuration Reference

define hop OPTIONS nane pattern precious|cached| keep

OPTI ONS
-destination=cel | Destination # default : Pool Manager
-overwite
-continue
-source=write|restore|* # 1111 for experts only St or agel nf oOpti ons

-host =desti nati onHost | p

- prot Type=dCap| ftp. ..

- prot M nor =mi nor Pr ot ocol Ver si on
- pr ot Maj or =maj or Pr ot ocol Ver si on

pattern is a storage class pattern which. If the incoming storage class matches this pattern, this rule is
processed.

precious|cached|keep determines the mode of the replicated file. "keep’ |eaves the destination mode to the
pool setting.

destination shouldn’t be used. For experts only.

overwrite In case, a rule with the same name aready exists, it is overwritten. If this overwrite option is
specified, the error will occure.

continueIf arule hastriggered and the corresponding action has been performed, no other rules are checked.
If the’ continue’ option is specified, rule checking continues. Thisis for debugging purposes only.

source Don't use.

host, protType Thisis the "host ip number’ and 'protocol type used by the PoolManager in order find an
appropriate pool for the replication request. Please hote that 'host’ is not the host of the destination pool.
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Hoppi ngManager configuration examples

Define the Hoppi ngManager as destination for the 'replicate file' requests on the pool(s).

ocean / bi gdi sk/ pool s/ ocean replicateOnArrival =Hoppi ngManager nore options

Replicate 'raw’ datafiles by all experiments.

#
define hop replicate-raw .*:raw@sm -host=Farm Node |p Nunber
#

Replicate all CMS files to pools assigned to CMS farm nodes and all ATLAS files to pools assigned to
ATLAS farm nodes. Don't replicate any other files.

#

define hop replicate-cns cns: . *@sm -host =Farm Node | p Nunber of cms farm
define hop replicate-atlas atlase:.*@sm -host=Farm Node |Ip Nunber of atlas farm
#
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There are various parametersin the dCache Pool Manager subsystem, determining the system behaviour
on particular events. These are e.g. the cost threshold at which the Pool Manager initiates pool to pool
transfersto smooth the overall system cost, or the balance between performance and disk space related costs
to optimize request distribution among data pools. In pre 1.7.0 releases, those parameters were applied to
the a whole dCache instance. Starting with 1.7.0 a defined set of parameters (see next section) can have
different values for different sections of the complete dCache instance. dCache provides aweb page, listing
section, assigned parameters and inheritance information.

Parameters, sections and inheritance

Parameters, currently part of the partitioning scheme, are listed within the next paragraph, together with
the old and new way of assigning values. A change in the command set has become necessary to reflect
the new schema. Each of those parameters may be set to different values for different, so called dCache
secti ons. Theonly sect i on, existing without being created, isthedef aul t secti on. Withthepre
1.7.0 command set, only thedef aul t sect i on can be manipulated. With the new commmand set, all
sect i ons can be created or modified. If only a subset of parametersof anon default sectionis
defined, the residual parameters of this section are inherited from thedef aul t sect i on. So, changing
a parameter inthe def aul t sect i on, will change the same parameter of all other sections for which
this particular parameter has not been overwritten.

Commands related to dCache partitioning :

e pm set [secti onNane] -par anet er Nane[=val ue|off] sets a parameter par anmet er Nane to a
new value. If sect i onNane isomitted, thedef aul t sectionisused. If sect i onName doesn't exist
yet, it is (silently) created. If a parameter is set to of f this parameter is no longer overwritten and is
inherited from the def aul t section. The of f doesn’t make sense for the def aul t section.

 pmls[-I] [secti onNane] listsasingleor all sections. Except for thedef aul t , only those parameters
are shown which are explicitly set. Parameters, not shown, are inherited from the def aul t section.

e pm destroy sect i onNane destroys a section.

The top menu of the Pool Manager configuration web pages points to a page summerizing the section
status of the system. Thisis essentially the content of the pm Is-I.

List of partitionable parameters

The following list describes which parameters may be used in conjunction with dCache partitioning. The
"Old command set’ is still valid for the default parameter section, while new command set has to used to
mani pul ate non-default sections.
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Table 10.1. New and old PoolM anager parameter names

Old Command New Command Parameter Type

set pool decision - pm set [<section>] - float

spacecostfactor=<value> spacecostfactor=<vaue>

set pool decision - pm set [<section>] - float

cpucostfactor=<vaue> cpucostfactor=<value>

set costeuts -idle=<value> pm set [<section>] -idle=<value> |float

set costeuts -p2p=<value> pm set [<section>] -p2p=<value> |float

set costeuts -alert=<value> pm set [<section>] -alert=<value> |float

set costeuts -halt=<value> pm set [<section>] -halt=<value> |float

set costeuts -fallback=<value> pm set [<section>] - float
fallback=<value>

rc set slope <value> pm set [<section>] - float
slope=<value>

rc set p2p on|off pm set [<section>] -p2p-allowed |boolean

rc set p2p oncost pm set [<section>] -p2p-oncost | boolean

rc set p2p fortransfer|notfortrans- | pm set [<section>] -p2p-fortrans- |boolean

fer fer

rc set stage on|off pm set [<section>] -stage-allowed | boolean

rc set stage oncost pm set [<section>] -stage-oncost | boolean

rc set max copies <copies> pm set [<section>] -max-pn- integer

fs-copies=<copies>

Assigning sections to real dCache parti-
tions

A section, so far, isjust aset of parameterswhich may or may not differ from the default set. To let asection
relate to a part of the dCache, links are used. Each link may be assigned to exactly one section. If not set, or
the assigned section doesn’t exist, the link defaultsto the def aul t section.

psu set link IinkName -section=sectionNanme [other |ink options]

Whenever thislink ischosen for pool selection, the assosiated parametersof the assigned section will become
active for further processing.

Warning

Depending on the way links are setup it may very well happen that more than just one link it trig-
gered for a particular dCache request. Thisis not illegal but leads to an ambiguity in selecting an
appropriate dCache section. If only one of the selected links has a section assigned, this section is
chosen. Otherwise, if different links point to different sections, the result isindeterminate. Thisissue
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is not yet solved and we recommend to clean up the PoolManager configuration to eliminate links
with the same preferences for the same type of requests.

Examples

For the subsequent examples we assume a basic Pool Manager setup:

#

# define the units

#

psu create -protocol *[*

psu create -protocol xroot d/ *

psu create -net 0.0.0.0/0.0.0.0
psu create -net 131.169. 0. 0/ 255. 255. 0.0
psu create -store *@

#

# define unit groups

#

psu create ugroup any-protoco
psu create ugroup any-store
psu create ugroup worl d-net
psu create ugroup xrootd

#

psu addto ugroup any-protocol */*

psu addto ugroup any-store @

psu addto ugroup worl d- net 0.0.0.0/0.0.0.0

psu addto ugroup desy-net 131.169. 0. 0/ 255. 255. 0.0
psu addto ugroup xrootd xrootd/*

#

# define the pools

#

psu create pool pool Nane

psu create poo

#

# define the pool groups

#

psu create pgroup default-pools

psu create pgroup special - pool s

#

psu addto pgroup default-pools pool Nane
psu addto pgroup default-pools ...

#

psu addto pgrou specail-pools pool Nane
psu addto pgroup special-pools ...

Disallowing pool to pool transfers for special pool
groups based on the access protocol

For a special set of pools, where we only alow the xr oot d protocol, we don't want the datasets to be
replicated on high load while for the rest of the pools we alow replication on hot spot detection.

#

#

pm set default -p2p=0. 4

pm set xrootd-section -p2p=0.0

#

psu create |ink default-1ink any-protocol any-store world-net

psu add link default-1ink default-pools

psu set link default-1ink -readpref=10 -cachepref=10 -witepref=0
#
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psu create |ink xrootd-1ink xrootd any-store worl d-net

psu add link xrootd-1ink special-pools

psu set link xrootd-1ink -readpref=11 -cachepref=11 -witepref=0
psu set link xrootd-1ink -section=xrootd-section

#

Choosing 'random pool selection’ for incoming traf-
fic only

For the a set of poolswe select pools following the default setting of cpu and space related cost factors. For
incoming trafic from outside, though, we select the same poals, but in ar andom y distributed fashion.
Please notethat thisisnot really aphysical partitioning of the dCache system, but rather avirtual one, applied
to the same set of pools.

#

#

pm set default -cpucost factor=0.2 -spacecostfactor=1.0

pm set incom ng-section -cpucostfactor=0.0 -spacecostfactor=0.0

#

psu create link default-1ink any-protocol any-store desy-net

psu add link default-1ink default-pools

psu set link default-1ink -readpref=10 -cachepref=10 -witepref=10
#

psu create link default-1ink any-protocol any-store world-net

psu add link default-1ink default-pools

psu set link default-1ink -readpref=10 -cachepref=10 -witepref=0
#

psu create link inconing-link any-protocol any-store worl d-net

psu add link incom ng-1ink default-pools

psu set link incom ng-1ink -readpref=10 -cachepref=10 -witepref=10
psu set link incom ng-1ink -section=incom ng-section

#
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This chapter is of interest for dCache instances connected to a tertiary storage system or making use of the
mass storage interface for any other reason.

Warning

The central flush control is still in the evaluation phase. The configuration description within this
chapter is mainly for the dCache team to get it running on their test systems. The final prodution
version will have most of this stuff already be configured.

dCache instances, connected to tertiary storage systems, collect incoming data, sort it by storage class and
flush it as soon as certain thresholds are reached. All this is done autonomously by each individua write
pool. Consequently those flush operations are coordinated on the level of apool but not globally wrt a set of
write pools or even to the whole dCache instance. Experiences during the last years show, that for various
purposes a global flush management would be desirable.

Separ ation of read/write operations on write pools

The total thoughput of various disk storage systems tend to drop significantly if extensive
read and write operations have to be performed in parallel on datasets exceeding the filesys-
tem caches. To overcome this technical obstacle, it would be good if disk storage systems
would either allow writing into a pool or flushing data out of a pool into the HSM system,
but never both at the same time.

Overcoming HSM limitations and restictions

Some HSM systems, mainly those not coming with their own scheduler, apply certain re-
strictions on the number of requests being accepted simultaniously. For those, acentral flush
control system would alow for limiting the number of requests or the number of storage
classes being flushed at the same time.

Basic configuration (Getting it to run)

This section describes how to setup a central flush control manager.

» Whitin the Pool Manager , a pool-group (f | ushPool Gr oup) has to be created and populated with
pools planned to be controlled by the central flush mechanism. An arbitrary number of flush control
managers may run within the same dCache instance as long as each can work on its own pool-group and
no pool is member of morethan onef | ushPool Gr oup.

» Tostart theflush control system, an corresponding dCache batch file hasto be setup, installed and started.
Asinput parameter, the HsnFl ushCont r ol cell needs the name of the f | ushPool G oup) and the
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name of thedriver, controlling the flush behaviour. Within the same batch file more than one flush control
manager may be started aslong as they get different cell-names and different pool-groups assigned.

» Theflush control web pages have to be defined inthe ht t pd. bat ch.

Creating the flush pool group

Creating f | ushPool Gr oup and adding pools is done within the conf i g/ Pool Manager . confi g
setup file or using the Pool Manager command line interface. Pools may be member of other pool-groups,
as long as those pool-groups are not managed by other flush control managers.

psu create pool pool-1

psu create pool ...

#

psu create pgroup flushPool G oup

#

psu addto pgroup flushPool Group pool-1
psu addto pgroup flushPool G oup

#

Creating and activating the hsmcontrol batch file

#
set printout default errors
set printout Celld ue none

#

onerror shutdown

#

check -strong setupFile
#

copy file:${setupFile} context:setupContext
#

inport context -c setupContext
#
check -strong servicelLocat or Host servi celLocat or Port
#
create dng. cells. services. Routi ngvanager Routi ngWgr
#
create dnyg.cells.services. Locati onManager | m\
"${servicelLocatorHost} ${servicelLocatorPort}"
#
create di skCacheV11ll. hsnControl . fl ush. HsnFl ushCont r ol Manager Fl ushManager Nane \
"flushPool Group \
- export -repl yObj ect \
- schedul er =Schedul er Narmre \
Schedul er specific options \

Which the following meaning of the variables:
» fl ushPool G oup needsto be the name of the pool group defined in the Pool Manager . conf files.

* Schedul er Nane is the name of a class implementing the
di skCacheV111. hsnControl . fl ush. HsnFl ushSchedul abl e interface.

e Schedul er specific options may beoptions specific to the selected scheduler.

Initially there are three schedulers available :
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e di skCacheV11l. hsnControl . fl ush. driver. Handl er Exanpl e may be used as an exam-
ple implementation of the HsmFlushScheduler interface. The functionality is useless in an production
environment but can be useful to check the functionality of the central flush framework. If oneallowsthis
driver to take over control it will initiate the flushing of data as soon as it becomes aware of it. One the
other hand it supports a mode where is doesn’t do anything except preventing the individual pools from
doing the flush autonomously. In that mode, the driver assumes the flushes to be steered manually by the
flush web pages decribed in the next paragraph. The latter mode is enabled by starting the flush driver
withthe Schedul er specific options setto- do- not hi ng

e di skCacheV11l. hsntControl . flush.driver. Al ternateFl ush is intended to provide
suffient functionality to cope with issues described in the introduction of the paragraph. Still quite some
code and knowledge hasto go into this driver.

e di skCacheV11l. hsnControl . flush.driver. Al ternatingFl ushSchedul er V1 iscer-
tainly the most useful driver. It can be configured to flush all pools on a single machine simultaniously. It
istrigger by space consumption, number of fileswithin apool or the time the oldest file resides on a pool
without having been flushed. Please checkout the next section for details on configuration and usage.

The AlternatingFlushSchedulerV1 driver

The AlternatingFlushSchedulerV 1 is an alternating driver, which essentially meansthat it either allows data
to flow into a pool, or data going from a pool onto an HSM system but never both at the same time. Data
transfers from pools to other pools or from pools to clients are not controlled by this driver. In order to
minimize the latter one should configure HSM write pools to not allow transfers to clients but doing pool
to pool transfersfirst.

Configuration

#
create di skCacheV11ll. hsnControl . fl ush. HsnFl ushCont r ol Manager Fl ushManager Nane \
"flushPool Goup \
- export -repl yObj ect \
- schedul er =di skCacheV111. hsnControl . flush.driver. Al ternatingFl ushSchedul ervVl \
-driver-config-file=${config}/flushDriverConfigFile \

Wheref | ushPool Gr oup isaPoolGroup defined inthe Pool Manager . conf file, containing all pools
which are intended to be managed by thisFlushManager. f | ushDr i ver Confi gFi | e isafilewithinthe
dCache conf i g directory holding property values for this driver. The driver reloads the file whenever it
changesits modification time. One should allow for aminute of two before new setting are getting activated.
The configuration file has to contain key value pairs, separated by the = sign. Keys, not corresponding to a
driver property are silently ignored. Properties, not set in the configuration file, are set to some reasonable
default value.

Properties

Driver properties may be specified by a configuration file as described above or by talking to the driver
directly using the command line interface. Driver property commands look like:
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driver properties -PropertyNanme=val ue

Because the communication with the driver is asynchronous, this command will never return an error. To
check if the new property value has been accepted by the driver, run the sequence

driver properties
info

It will list all available properties together with the currently active values.

Table11.1. Driver Properties

Property Name Default Value  |Meaning

max.files 500 Collect this number of files per pool, before flushing

max.minutes 120 Collect data for this amount of minutes before flushing

max.megabytes 500 * 1024 Coallecto this number of megabytes per pool before
flushing

max.rdonly.fraction 05 Do not allow more than this percentage of pools to be set
read only

flush.atonce 0 Never flush more than that in one junk

timer 60 Interval timer (minimum resol ution)

print.events false Print events delivered by the FlushManager

print.rules fase Print remarks from the rule engine

print.pool set.progress false Print progress messages

The selection process

Finding all flush candidates

A pool is becoming a flush candidate if either the number of files collected exceeds
max. f i | es or the number of megabytes collected exceedsmax. negabyt es or theold-
est file, not flushed yet, is becoming older than max. i nut es.

Selecting the best candidate

Pool Candidates are sorted according to a metric, which is essentially the sum of three
items. The number of files devided by max. fi | es, the number of megabytes devided by
max. negabyt es and the age of the oldest file devided by max. ni nut es.

The pool with the highest metricischosenfirst. Thedriver determinesthe hardware unit, this
pools resides on. The intention is to flush all pools of this unit simultanionsly. Depending
on the configuration, the unit can be either a disk partition or a host. After the hardware
unit is determined, the driver adds the number of pools on that unit to the number of pools
already in’read only’ mode. If this sum exceeds the total number of pools in the flush pool
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group, multiplied by the max. rdonl y. f ract i on property, the pool is NOT selected.
The process proceeds until a pool, resp. a hardware unit complies with these contrains.

The hardware unit, a pool belongs to, is set by the "tag.hostname’ field in the con-
fi g/ host nane file.

The actual flush process

If a pool is flushed, al storage groups of that pool are flushed, and within each storage
group al precious files are flushed simultaniously. Setting the property f | ush. at once
to some positive nonzero number will advise each storage group not to flush more than this
number of files per flush operation. There is no way to stop a flush operation which has
been triggered by the FlushManager. The pool will proceed until al files, belonging to this
flush operation, have been successfully flushed or failed to flush. Though, the next section
describes how to suspend the flush pool selection mechanism.

Suspending and resuming flush operations
The driver can be advised to suspend all new flush operations and switch to halt mode.

driver command suspend

To resume flushing :

driver conmand resune
In suspend mode, all flushing is halted which sooner or later results in overflowing write pools.

Driver interactions with the flush web portal or the
GUI

Flush Manager operations can be visualized by configuring the flush web pages, described in one of the
subsequent sections or by using the flush module of the ’org.pcells GUI. In addition to monitoring, both
mechanisms allow to set the pool 1/0 mode (rdOnly, readWrite) and to flush individual storage groups or
pools. The problem may be that those manual interactions interfere with driver operations. The Alternat-
ingFlushSchedulerV 1 tries to cope with manual interactions as follows :

e The pool I/0 mode may be manually settor ead onl y whilethepooal isnot flushing data and therefor
naturally would be in read write mode. If this pool is then subsequently chosen for flushing, and the
flushing process has finished, the pool is NOT set back to readWrite mode, as it usually would be, but it
staysin readOnly mode, because the driver found this mode when starting the flush process and assumes
that it had been in that mode for good reason. So, setting the pool |/O mode to readOnly while the pool
is not flushing freezes this mode until manually changed again. Setting the I/O mode to readOnly while
the pool is flushing, has no effect.

» If apool isin readOnly mode because the driver has been initiating a flush process, and the pool is
manually set back to readWrite mode, is staysin readWrite mode during this flush process. After theflush
seguence has finished, the pool is set back to normal asif no manual intervention had taken place. It does
not stay with readWrite mode forever asit stays in readOnly mode forever in the example above.
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When using the web interface or the GUI for flushing pools or individual storage groups, oneisresponsible
for setting the pool 1/0 mode oneself.

Setting up and using the flush control web
pages.

In order to keep track on the flush activities the flush control web pages need to be activated. Add a new
set al i as directive somewhere between the define context httpdSetup endDefine and the endDefine
command inthe/ opt / d- cache/ confi g/ htt pd. bat ch file.

define context httpdSetup endDefine

set alias flushManager class di skCacheV111l. hsnControl . flush. Ht t pHsnFl ushMgr Engi neV1
ngr =Fl ushiManager Name

endDef i ne

Additional flush managers may just be added to this command, separated by commas. After restarting
the "httpd’ service, the flush control pages are available at ht t p: / / headnode: 2288/ f | ushManag-
er/mgr/*.

The flush control web page is split into 5 parts. The top part is a switchboard, pointing to the different
flush control managers installed. (listed in the mgr= option of the set alias flushManager in the con-

fig/ httpd. config). Thetop menuisfollowed by ar el oad link. Itsimportant to use thislink instead
of the'browsers’ reload button. The actual page consists of tree tables. The top one presents common con-
figuration information. Initially this is the name of the flush cell, the name of the driver and whether the
flush controller has actually taken over control or not. Two action buttons allow to switch between centrally
and locally controlled flushing. The second table lists all pools managed by this controller. Information is
provided on the pool mode (readonly vers. readwrite), the number of flushing storage classes, thetotal size of
the pool and the amount of precious space per pool. Action buttons alow to toggle individual pools between
ReadOnl y and ReadW i t e mode. Finally the third table presents all storage classes currently holding
data to be flushed. Per storage class and pool, characteristic properties are listed, like total size, precious
size, active and pending files. Here as well, an action button allows to flush individual storage classes on
individual pools.

Warning

The possibilty to interactively interact with the flush manager needs to be supported by the driver
choosen. Please check the information on the individual driver how far thisis supported.

Examples

Configuring Central Flushing for a single Pool
Group with the AlternatingFlushSchedulerV1 driver

Setting up the PoolM anager configuration
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Add al pools, which are planned to be centrally flushed to a PoolGroup, letssay f | ush-
Pool G oup:

psu create pool mgration-pool-1

psu create pool m gration-pool-2

#

psu create pgroup flushPool G oup

#

psu addto pgroup flushPool Group migration-pool-1
psu addto pgroup flushPool Group migration-pool-2
#

Setting up the central flush batch file.

Createabatchfile/ opt / d- cache/ confi g/ hsntont r ol . bat ch withthefollowing
content :

#
set printout default 3
set printout Celld ue none

#

onerror shutdown

#

check -strong setupFile

#

copy file:${setupFile} context:setupContext

#

inport context -c setupContext

#

check -strong servicelLocat or Host servi celLocat or Port
#

create dng. cells. services. Routi ngvanager Routi ngWgr
#

create dnyg.cells.services. Locati onManager | m\
"${servicelLocatorHost} ${servicelLocatorPort}"
#
create di skCacheV11ll. hsnControl . fl ush. HsnFl ushCont r ol Manager Fl ushManager \
"fl ushPool Group \
- export -repl yObj ect \
-schedul er =di skCacheV111. hsnControl . fl ush.driver. Al ternatingFl ushSchedul er Vi

-driver-config-file=${config}/flushPool G oup.conf \

Change to / opt/ d-cache/jobs and run ./initPackage. sh. Ignore possible
warnings and error messages. The Script will create the necessary links, mainly thej obs/
hsntont r ol startup file. To start the central service run

cd /opt/d-cache/jobs
./hsntontrol start

This setup will produce quite some output in/ var /| og/ hsntontr ol . | og. Reduce
the output level if thisis not required.

set printout default errors

Setting up thedriver propertiesfile
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Create afilein/ opt / d- cache/ confi g named f | ushPool G- oup. conf with the
content listed below. Y ou may change the content any time. The driver will reload it after
awhile.

#

# trigger paraneter
#

max. fil es=4
max. m nut es=10

max. megabyt es=200

#

# time interval between rul e eval uation
#

timer=60

#

# which fraction of the pool set should be rdOnly (nmaxi num
#

max. rdonly. fracti on=0. 999

#

# output steering

#

print.events=true

print.rul es=true

print. pool . progress=true
print. pool set. progress=true
nmode=aut o
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Chapter 12. gPlazma authorization in
dCache

Ted Hesselroth

gPl azma isacdl in dCache that authorizes users. Cells make requests to gPl azma by submitting user
credential information to it, receiving the authorization decision and site-specific user information such as
uid, gid, and rootpath in return.

The acronym stands for Grid-aware PLuggable AuthoriZation Management, and supports the use of plugins
which implement various sel ectable authorization methods. The four currently-available methods are:

e kpwd : This is the “legacy” method. The dcache. kpwd file is used to map a user's DN to a local
username, and the samefileis used in a second mapping of the username to the uid, gid, and rootpath. As
in al methods, if the mappings succeed, file system access is done using the obtained uid and gid, and a
check is done that the local path of the transfer starts with the designated rootpath.

e grid-mapfile : This method employs a grid mapfile. From the mapfile, the user’'s DN is mapped to a
username. A second file, storage-authzdb, is used for the mapping of the username to the uid, gid, and
rootpath.

» gplazmalite-vorole-mapping : In this method the mapping to the username is done from the concatenation
of the user’ s DN with the user’ sRole (or, more precisely, with the user’ s Fully Qualified Attribute Name).
The mapping of username to uid, gid, and rootpath is through the storage-authzdb file.

« saml-vo-mapping : The DN and Role are mapped to a username via a calout to a GUMS [http://
grid.racf.bnl.gov/GUMY/] server. The GUMS service may run an extension which returns the uid, gid,
and rootpath as well. Otherwise, the mapping of username to uid, gid, and rootpath is through the stor-
age-authzdb file.

The following describes how to use gPlazmain dCache.

Installation

gPl azma isincluded in dCache version 1.7 or higher. As of that version, the gPl azna cell can be called
from Gri dFTP and GSI dCap doors and the SRMserver.

For thedCache 1.7 version, there must be host certificates on the noderunning thegPl azma cell. For version
1.8, host certificates are needed if the option to delegate (see the section called “ Delegation to gPl azma”)
togPl azna is used.

Depending on which authorization methods are to be used, some configuration files must be modified. The
configuration files described here must exist on the node on which you wish to run the gPl azma cell and
must contain the correct site-specific information for the dCache on which it is deployed.

Configuring the gPlazma Policy File

The gPl azma policy file, located in ${ our HoneDi r } / et ¢/ dcachesr m gpl azna. pol i cy, con-
trols which authorization plugins will be tried and the order in which they will be tried. The first of theseis
specified lines containing "ON" or "OFF" for each plugin, for example
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# Switches

xacm - vo- mappi ng=" OFF"

sani - vo- mappi ng="ON"

kpwd="ON"

grid-mapfil e=" OFF"

gpl aznal i t e- vor ol e- mappi ng=" OFF"

The order is specified by assigning a different number to each plugin, such as

# Priorities

sanl - vo- mappi ng-priority="1"

kpwd- priority="3"
grid-mapfile-priority="4"

gpl aznal i t e-vor ol e- mappi ng-priority="2"

In the above exampl e, the saml-vo-mapping plugin would be tried first. If authorization was denied for that
method, or if the authentication method itself failed, then the kpwd plugin would be tried. The "Priorities’
numbering shows that if gplazmalite-vorole-mapping were to also be turned on, it would be tried after the
saml-vo-mapping plugin and before the kpwd method.

Having more than one plugin turned on allows a plugin to be used as fallback for another plugin that may
fail. It also allows for the authorization of special users who may be denied by the other methods.

Thepolicy file aso contains a section for each of the plugins, for configuration specific to that plugin. These
sections are described in the documentation for each plugin, asfollows.

Configuring the kpwd Plugin

The section in the gPlazma policy file for the kpwd plugin specifies the location of the dcache. kpwd
file, for example

# dcache. kpwd
kpwdPat h="/ opt / d- cache/ et ¢/ dcache. kpwd"

To maintain only one such file, make sure that this is the same location as defined in dCacheSetup.

Pleese see  dCache  documentation for dcache kpwd [http://www.dcache.org/down-
loads/Release.notes1.6.5-2] for how to create thisfile.

Configuring the grid-mapfile Plugin
Two filelocations are defined in the policy file for this plugin:

# grid-mapfile
gri dvapFi | ePat h="/etc/grid-security/grid-mapfile"
st orageAut hzPat h="/etc/ gri d-security/storage-aut hzdb"

Preparing the grid mapfile

The grid mapfile is the same as that used in other applications. It can be created in various ways, either by
connecting directly to VOMS or GUMS servers, or by hand.
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Each line contains two fields: a DN (Certificate Subject) in quotes, and the username it is to be mapped to.

"/ DC=or g/ DC=doegri ds/ OU=Peopl e/ CN=G na Car| son 584065" uscns01l

When using the grid-mapfile plugin, the st or age- aut hzdb file must also be configured. Seethe section
called “st or age- aut hzdb” for details.

st or age- aut hzdb

IngPl azma, except for the dcache.kpwd plugin, authorization mapping is atwo-step process. First, auser-
name is obtained from a mapping of the user’s DN or DN and role, then a mapping of username to uid, gid,
rootpath is performed. The st or age- aut hzdb fileisused for the second mapping.

Preparing storage-authzdb

Thelocation of storage-authzdbis/ et ¢/ gri d- securi ty/ st or age- aut hzdb. Thefilemust contain
aline specifying the version of the storage-authdb format.

version 2.1

The other lines in the file each contain eight fields: the string "authorize", followed by the username, read-
write permission, uid, gid, and three paths.

aut horize uscns01 read-wite 60076 5063 / /pnfs/fnal.gov/resilient/uscns0l /

In the storage-authzdb file, there must be aline for each username to be authorized. The existence of three
paths is for legacy puposes. The second path is of most importance; it is the path under which the user is
allowed to accessfiles. It is permissibleto simply usea“/ ” for the second path.

aut horize uscns0l1 read-wite 60076 5063 / / /

in which case the user will be authorized for any path (the filesystem permissions in pnfs must also allow
the transfer).

The first path is nearly always left as“/ ", but it may be used as a home directory in interactive session,
as a subdirectory of the second path. Upon login, the second path is used as the user’s root, and a“cd” is
performed to the first path. The first path is always defined as being relative to the second path.

Starting with dCache 1.9, multiple gids can be assigned by using comma-separated values for the GID file,
asin

aut horize uscns01 read-wite 60076 5063, 5071,6843 / /[ /

Thelines of the storage-authzdb file are similar to the“login” lines of thedcache. kpwd file. If you alreay
have adcache. kwpd file, create storage-authzdb by taking the lines from your dcache. kpwd file that
start with the word "login”, for example,
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login uscne01 read-wite 60076 5063 / /pnfs/fnal.gov/resilient/uscns01 /
and replacing the word “login” with “authorize”.

Support for the Priority Field in storage-authzdb

In the future, dCache services may support the use of priorites, to be assigned in storage-authzdb. To assign
priorities in storage-authzdb, replace the stated version number with "2.2"

version 2.2

In the remainder of the file, the fourth field of each line is the priority, which is an integer. Otherwise the
fields have the same definitions asin version 2.1.

aut hori ze uscns01 read-wite 2 60076 5063 / Ipnfs/fnal.gov/resilient/uscns01 /
aut horize cnssoft read-wite 0 60501 5502 / Ipnfs/fnal.gov/reduction/cnssoft /

Using version 2.1, thedefault priority is“0”, therefore use thisvalueif it is desired to have the same behavior
asin2.2. Interpretation of the priority valueis dependent on theimplementation of any dCache servicewhich
may use it, however, the convention isthat higher numerical values of the field result in higher priority. See
the documentation of the specific service in question for details.

There are currently no dCache services which make use of the priority field.

Configuring the gplazmalite-vorole-map-
ping Plugin
The gPl azma policy file contains two lines for this plugin.

# Built-in gPLAZMAlite grid VO rol e mappi ng
gri dVoRol emapPat h="/etc/ gri d-security/grid-vorol emap"
gri dVoRol eSt or ageAut hzPat h="/et c/ gri d-securi ty/ st or age- aut hzdb"

The second is the storage-authz-db used in other plugins. See the above documentation Configuring stor-
age-authzdb for how to create thefile.

Preparing gri d- vor ol emap

The file is similar in format to the grid-mapfile, however there is an additional field following the DN
(Certificate Subject), containing the FQAN (Fully Qualified Attribute Name).

"/ DC=or g/ DC=doegri ds/ OU=Peopl e/ CN=G na Carl son 584065" "/cns/uscns" uscns0l
"/ DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=G na Carl son 584065" "/cns/uscns/ Rol e=cnsprod" cnsprod

Therefore each line has three fields. the user’s DN, the user’s FQAN, and the username that the DN and
FQAN combination are to be mapped to.
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The FQAN is sometimes semantically referred to as the “role’. The same user can be mapped to different
usernames depending on what their roleis. The role is determined by how the user creates their proxy, for
example, using voms-proxy-init. The FQAN contains the user’s Group, Role (optional), and Capability
(optional). The latter two may be set to the string “NULL”, in which case they will beignored by the plugin.

If auser isauthorized in multiple roles, for example

" | DC=or g/ DC=doegri ds/ OU=Peopl e/ CN=G na Carl son 584065" "/cns/uscns" uscns0l

"/ DC=or g/ DC=doegri ds/ OU=Peopl e/ CN=G na Car| son 584065" "/cns/uscns/ Rol e=cnsuser" cns2847
" | DC=or g/ DC=doegri ds/ OU=Peopl e/ CN=G na Carl son 584065" "/cns/uscns/ Rol e=cnsphedex" phedex
"/ DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=G na Carl son 584065" "/cns/ uscns/ Rol e=cnsprod" cnsprod

they would be mapped to the username corresponding to the role found in the proxy that the user createsfor
use by the client software. Starting in dCache 1.8, if the user actually creates several rolesin their proxy,
authorization (and subsequent check of path and filesystem permissions) will be attempted for each rolein
the order that they are found in the proxy. In agriftp URL, the user may also explicity request a username

gsiftp://cnmsprod@riddoor 1. oursite. edu: 2811/ testfilel

in which case other roles will be disregarded.

Authorizing a VO
Instead of individual DNs, it isallowabletouse* or " *" asthefirst field, such as

"*" "/ cms/ uscs/ Rol e=cmsprod” cnsprod

Inthat case, any DN with the corresponding role will match. It should be noted that amatch isfirst attempted
with the explicit DN. Therefore if both DN and " * " matches can be made, the DN match will take prece-
dence. Thisistrue for the revocation matches as well (see below).

Thus a user with subject
" | DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=Ted Hessel roth 897321"
androle

"/ crs/ uscns/ Rol e=cnsprod”

will be mapped to username cnspr od via the above storage-authzdb line with " *" for the DN, except if
thereisaso aline such as

" | DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=Ted Hessel roth 898521" "/cns/ uscns/ Rol e=cnsprod" uscns01
in which case the username will beuscns01.

Revocation Entries

To create arevocation entry, add aline with - as the username, such as
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" | DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=Ti mur Per el nut ov 623542" "/uscns/production” -

or modify the username of the entry if it already exists. The behaviour is undefined if there are two entries
which differ only by username.

Since DN is matched firgt, if a user would be authorized by his VO membership through a” *" entry, but
is matched according to his DN to a revocation entry, authorization would be denied. Likewise if awhole
VO were denied in a revocation entry, but some user in that VO could be mapped to a username through
his DN, then authorization would be granted.

More Examples

Suppose that there are usersin production roles that are expected to write into the storage system datawhich
will be read by other users. In that case, to protect the data the non-production users would be given read-
only access. Herein/ et ¢/ gri d- securi ty/ gri d- vor ol emap the production role mapsto username
cnspr od, and the role which reads the data mapsto cnsuser .

"*" "[cms/ uscns/ Rol e=cnsprod" cnsprod
"*" "[cns/uscns/ Rol e=cnsuser” cnsuser

The read-write privilege is controlled by the third field in thelinesof / et ¢/ gri d- securi ty/ stor-
age- aut hzdb

authorize cnmsprod read-wite 9811 5063 / /pnfs/fnal.gov/data /
authorize cnmsuser read-only 10001 6800 / /pnfs/fnal.gov/data /

Another use case is when users are to have their own directories within the storage system. This can be
arranged within the gPl azna configuration files by mapping each user’s DN to a unique username and
then mapping each username to a unique root path. As an example, linesfrom / et ¢/ gri d- securi -

ty/ grid-vor ol emap would therefore be written

" | DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=Sel by Boot h" "/cnms" cns821
"/ DC=or g/ DC=doegri ds/ OU=Peopl e/ CN=Kenj a Kassi" "/cms" cnms822
" | DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=Anei | Fauss" "/cnms" cns823

and the corresponding linesfrom / et ¢/ gri d- securi ty/ st orage- aut hzdb would be

authorize cns821 read-wite 10821 7000 / /pnfs/fnal.gov/data/cns821 /
aut horize cnms822 read-wite 10822 7000 / /pnfs/fnal.gov/datalcnms822 /
authorize cns823 read-wite 10823 7000 / /pnfs/fnal.gov/data/cns823 /

Starting with dCache 1.8, regular expressions are supported in the / et ¢/ gri d-security/ stor-
age- aut hzdb file. Substitutions by regular expression group are also permitted. Place aregular expres-
sion in the username field of the st or age- aut hzdb file. Any groups in the regular expression (defined
by enclosure in parentheses) can be referred to in later fields of the line, and the corresponding susbstitution
will be made when the file is read. For example, the above lines for granting users individual directories
can be replaced with

aut horize cns(\d\d\d) read-wite 10$1 7000 / /pnfs/fnal.gov/data/cnms$l /
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inwhich casecnms821 matchescns(\ d\ d\ d) and thegroup (\ d\ d\ d) issubstitutedin 10$1 toyield
10821 andin/ pnf s/ f nal . gov/ dat a/ cns$1 toyield/ pnf s/ f nal . gov/ dat a/ cns821, and so
on.

Configuring the saml-vo-mapping Plugin
There are two linesin the policy file for this plugin.

# SAML-based grid VO rol e nappi ng

mappi ngServi ceUrl ="https://guns. oursite. edu: 8443/ guns/ servi ces/ GUVSAut hori zati onServi cePort"
# Time in seconds to cache the mapping in nmenory

sanl - vo- nappi ng- cache- i feti me="60"

Thefirst line containins the URL for the GUM S web service. Replace the URL with that of the site-specific
GUMS [http://grid.racf.bnl.gov/IGUMS/]. When using the "GUM SAuthorizationServicePort", the service
will only provide the username mapping and it will still be necesary to have the storage-authzdb file used
in other plugins. See the above documentation Configuring storage-authzdb for how to create the file. If a
GUM S server providing a" StorageAuthori zationServicePort" with correct uid, gid, and rootpath information
for your siteis available, the storage-authzdb file is not necesary.

The second line contains the value of the caching lifetime. In order to decrease the volume of requests to
the SAML authorization (GUMYS) service, authorizations for the saml-vo-mapping method are by default
cached for a period of time. To change the caching duration, modify the saml-vo-mapping-cache-lifetime
valuein/ opt / d- cache/ et ¢/ dcachesr m gpl aznma. pol i cy

sanl - vo- mappi ng- cache-1lifeti me="120"

To turn off cach caching, set the value to 0.The default value is 60 seconds except for in dCache version
1.9.2, in which the default value is O; caching isturned off by default in that version.

Configuring the xacml-vo-mapping Plugin

Beginning with dCache version 1.9.2, gPlazmaincludes a new authorization plugin, to support the XACML
authorization schema. Using XACML with SOAP messaging alows gPlazma to acquire authorization
mappings from any service which supports the obligation profile for grid interoperability [http://cd-
docdb.fnal .gov/cgi-bin/ShowDocument?docid=2952]. Servers presently supporting XACML mapping are
the latest releases of GUMS and SCAS. Using the new plugin is optional, and previous configuration
files are still compatible with gPlazma. If the installation is an upgrade it will change /opt/d-cache/con-
fig/gPlazma.batch. It is normally not necessary to change thisfile, but if you have customized the previous
copy, transfer your changes to the new batch file.

The configuration is very similar to that for the saml-vo-mapping plugin. There are two lines for the con-
figuration.

# XACM.-based grid VO rol e mappi ng

XACMLmeppi ngSer vi ceUrl ="https://fl edgl i ng09. f nal . gov: 8443/ guns/ ser vi ces/ GUMSXACM_Aut hori zati onServi cePort"
# Time in seconds to cache the mapping in menory

xacm - vo- mappi ng- cache-1ifetine="180"

for aGUMS [http://grid.racf.bnl.gov/GUMS/] server, or, for an SCAS server,
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# XACML-based grid VO rol e mappi ng

XACMLmeppi ngSer vi ceUr| ="htt ps://scas. europeansi te. eu: 8443"
# Time in seconds to cache the mapping in nmenory

xacm - vo- mappi ng- cache-1ifetine="180"

As for the saml-vo-mapping, the first line containins the URL for the web service.Replace the URL with
that of the site-specific GUMS or SCAS server. When using the "GUM SXACMLAuthorizationService-
Port" (notice the difference in service name from that for the saml-vo-mapping) with a GUMS server, the
service will only provide the username mapping and it will still be necesary to have the storage-authzdb file
used in other plugins. See the above documentation Configuring storage-authzdb for how to create the file.
An SCAS server will return aUID, aprimary GID, and secondary GIDS, but not arootpath. A storage-au-
thzdb file will be necesary to assign the rootpath. Since SCAS does not return a username, the convention
ingPl azma isto use "uid:gid" for the username, where uid is the string representation of the uid returned
by SCAS, and gid is the string representation of the primary GID returned by SCAS. Thus aline such as

aut horize 13160: 9767 read-wite 13160 9767 / /pnfs/fnal.gov/data /

in/etc/grid-security/storage-authzdb will serve to assign the user mapped by SCAS to
uid=13160 and primary gid=9767 therootpath/ pnf s/ f nal . gov/ dat a. It isbest for consistency’ s sake
to fill in the UID and GID fields with the same values as in the "uid:gid" field. Additional secondary gids
can be assigned by using comma-separated values in the GID field. Any gids there not already returned as
secondary gids by SCAS will be added to the secondary gids list.

The second line contains the value of the caching lifetime. In order to decrease the volume of requeststo the
XACML authorization (GUMS or SCAS) service, authorizations for the saml-vo-mapping method are by
default cached for a period of time. To change the caching duration, modify the saml-vo-mapping-cache-
lifetimevaluein/ opt / d- cache/ et ¢/ dcachesr m gpl azma. pol i cy

sanl - vo- mappi ng- cache-1ifetine="120"

To turn off cach caching, set the value to 0. For xacml-vo-mapping, the default value is 0; caching isturned
off by default.

An example policy file

Here is an example of how a policy file might be set up.

sani - vo- mappi ng="ON"

kpwd=" ON"

grid-nmapfil e=" OFF"

gpl aznal i t e- vor ol e- mappi ng=" OFF"

sanl - vo- mappi ng-priority="1"

kpwd- priority="3"

gpl azmal i t e-vor ol e- mappi ng-priority="2"

kpwdPat h="/ opt / d- cache/ et ¢/ dcache. kpwd"

gri dMapFi |l ePath="/etc/grid-security/grid-mapfile"

st or ageAut hzPat h="/etc/ gri d-security/storage-aut hzdb"

mappi ngServi ceUrl ="https://fl edgling09. fnal.gov: 8443/ guns/ servi ces/ GUMSAut hori zati onServi cePort"
sanl - vo- mappi ng- cache-1ifetine="60"

gri dVoRol emapPat h="/etc/ gri d-security/grid-vorol emap"

gri dVoRol eSt or ageAut hzPat h="/et c/ gri d-securi ty/ st orage- aut hzdb"
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In this case, gPl azma will attempt to authorize first through a GUMS server, and fall back to using
dcache. kpwd. The mappingServiceUrl would have to be changed to a GUMS server appropriate for the
site.

The Setup Files

Changesto Setup files require arestart of the cell.

The gPl azmaSet up File

Thisfile will normally be alink to ${ our HoneDi r } / conf i g/ dCacheSet up. The section of thefile
which controls the operation of the cell is as follows:

pl aznaPol i cy=${ our HomeDi r } / et ¢/ dcachesr m gpl azma. pol i cy

gPl azmaNunmber Of Si nut aneousRequests 30
gPl azmaRequest Ti neout 30

useGPl azneAut hori zat i onMbdul e=f al se
useGPl azmaAut hori zati onCel | =t rue

W W H W HQ

The first line defines the path to the gPl azna policy file. It is set to the default location of the policy file.
If the path to the gPl azma policy file changes, enter the full path in the above line.

The variable gPlazmaNumberOf SimutaneousRequests determines the number of threadswhich will be start-
ed on the gPl azma cell to handle requests. The default value should be sufficient, but may be raised or
lowered depending on the capacity of the hardware and other processes running on it.

The variable gPlazmaRequest Timeout is the amount of timein seconds that a request thread hasto finish an
authorization decision. If thistime is exceeded, authorization is denied.

The next two variables are not used by gPl azma, but by Gri dFTP door and SRM Their description
follows.

The gri df t pdoor Set up and sr nSet up Files

Thestwofileswill normally belinksto${ our HomeDi r } / conf i g/ dCacheSet up. Thelinesof interest
for gPl azma are

gpl aznmaPol i cy=%{ our HormreDi r}/ et c/ dcachesr m gpl azma. pol i cy

and

# useGPl azmaAut hori zat i onModul e=f al se
# useGPl azmaAut hori zati onCel | =t rue

Thelatter two linescontrol whether theGr i dFTP door or SRMwill authorizelocally, or usethegPl azma
for authorization. The default isto usethe gPl azma cell for authorization. If both valuesareset tof al se,
the &G i dFTP door or SRMwill usethedcache. kpwd lookup method. A dcache. kpwd file must be
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present onthe Gi dFTP door or SRMnode in that case. It is possible to use gPl azma methods on the
G i dFTP door or SRMwithout calling the gPl azma cell. See the following section.

Using Direct Calls of gPlazma Methods

Cellsmay also call gPl azna methods as an alternative, or as afalback, to using the gPl azna cell.

Operation without a gPl azna Cell

If thegPl azma cell isnot started, other cells can still authorize by calling gPl az na methods directly from
a pluggable module. The gPl azma control files and host certificates are needed on the node from which
authorization will take place. To invoke the gPl azma modules, modify the following linein gri df t p-
door Set up or sr nSet up to

useGPl aznmaAut hori zat i onMbdul e=true

and make sure that the gpl azmaPol i cy linedefinesavalid gPl azma policy file on the node for which
authorization is to occur:

gpl aznmaPol i cy=%{ our HormreDi r}/ et c/ dcachesr m gpl azma. pol i cy

No adjustable timeout is available, but any blocking would likely be due to a socket read in the saml-vo-
mapping plugin, which is circumvented by a built-in 30-second timeout.

Using a gPl azma Cell with a Direct-Call Fallback

Both acall tothegPl azna cell and the direct call of the gPl azma module may be specified. In that case,
authentication will first betried viathe gPl azna cell, and if that does not succeed, authentication by direct
invocation of gPl azma methods will be tried. Modify the following lines to:

useGPl aznmaAut hori zat i onMbdul e=true
useGPl azmaAut hori zati onCel | =true

Make sure that the line for gpl aznmaPol i cy

gpl aznaPol i cy=${ our HomeDi r } / et ¢/ dcachesr m gpl azma. pol i cy

set to alocal policy file on the node. The gPl azma policy file onthe G- i dFTP door or SRMdoes not
have to specify the same plugins asthe gPl azma cell.

gPl azma Options
Validating User Attributes in dCache 1.8

A user’'sroles (Fully Qualified Attribute Names) are read from the certificate chain found within the proxy.
These attributes are signed by the user’sVOMS server when the proxy is created. Starting with version 1.8,
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gPl azma supports checking the signature of the attributes against VOMS server certificates installed on
thegPl azma node. To have gPl azma validate the proxy attributes, place the voms server certificatesin/
etc/grid-security/vonsdir andin/opt/d-cache/etc/dcachesrm gpl aznma. policy
set

vonsVal i dati on="true"

The default isf al se. The same would need to be done on the SRMor any door node for which gPl azma
modules are called directly as afallback.

Validating User Attributes in dCache 1.9

In version 1.9, VOMS attribute validation in gPl azma uses a method in which installation of the voms
server certificateisnot required. Instead the signature on an attribute is checked against the ca certificate that
signed the voms server certificate. To have gPl azna validate the proxy attributesin dCache 1.9, write con-
figuration directories and "*.Isc" filesin/ et ¢/ gri d- securi ty/ vonsdi r for each authorized voms
server according to these instructions [ https://twiki.cern.ch/twiki/bin/view/L CG/V omsFA Qf orServiceM an-
agers] andin/ opt / d- cache/ et ¢/ dcachesr m gpl azma. pol i cy set

vonsVal i dati on="true"

Aswith previousversions, thedefault isf al se. Whether validation ison or not, there must be anon-empty /
etc/grid-security/vomsdir on the node which is running gPl azma. It isenough to do

[root] # nkdir /etc/grid-security/vonsdir
touch /etc/grid-security/vonsdir/enpty-cert.pem

to create the non-empty directory.

Delegation to gPl azma

In dCache version 1.7, SRMor the G i dFTP door delegated the user’s credentialsto gPl azma, and the
user’ sattributeswere extracted from the secure context. For performance purposes, starting in version 1.8 the
delegation step is not performed. To turn on delegation, in/ opt / d- cache/ confi g/ dCacheSet up
on the node running SRMor the G- i dFTP door , set theline

del egat eToGPl azmae=t r ue

The default value is f al se. To support delegation, host certificates must exist on the host which runs
gPl azma.
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Chapter 13. dCache as xRootd-Server

Martin Radicke

This chapter explains how to configure dCache in order to access it via the xr oot d protocol, alowing
xr oot d-Clients like ROOT’s TXNetfile and xrdcp to do file operations against a dCache instance in a
transparent manner. The current implementation in dCache 1.7.0 is based on the most recent production
version of the xr oot d protocol (2.4.5).

Setting up

The xrootd functionality is contained in all dCache releases starting from 1.7.0. Versions prior to this are
not supported!

To alow filetransfersin and out of dCache using xrootd, anew xr oot d door must be started. This door
acts then as the entry point to all xr oot d requests. Compared to the native xrootd server-implementation
(produced by SLAC), thexr oot d door referstother edi rect or node.

To enable the xr oot d door, just change the config file ${ dCacheHone} / et ¢/ node_confi g so
that it contains the line

XROOTD=yes

After arestart of the dCache core-services, done by executing

[root] # ${dCacheHone}/bin/dcache-core restart

the xr oot d door should be running. A few minutes later it should appear at the web monitoring interface
under "Cell Services' (see the section called “ The Web Interface for Monitoring dCache”).

Warning

Starting from version 1.7.0 (patchlevel 20), the xr oot d door is set to readonly by default. In
prior versions, the door is started in unsecure mode, giving clients unrestricted read and write access.
Please refer to the section called “xr oot d security” on how to setup security.

Parameters

The default port the xr oot d door islistening on is 1094. This can be changed in ${ dCacheHone} /
confi g/ dCacheSet up by setting the variable "xrootdPort" to the desired value (again restart required).

The number of parallel xr oot d file transfers per pool node is limited by the portrange defined in
${dCacheHone}/ confi g/ dCacheSet up, since each transfer occupies one (not firewalled) port for
its own. The portrange can be set viathe property "or g. dcache. net . t cp. portrange" intheline
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java_options="-server -Xnx512m - XX: MaxDi r ect MenorySi ze=512m - Dor g. gl obus. t cp. port. range=50000, 52000
-Dsun. net.inetaddr.ttl=1800 - Dj ava. net. preferl Pv4St ack=true -Dorg. dcache. dcap. port=0
- Dor g. dcache. net . tcp. portrange=33115: 33145 "

In the above exampl e, the maximum would be 30 simultaneous xr oot d transfers per pool. Any change to
the door port or the portrange requires a dDache-core- or accordingly dCache-pool- restart.

Quick tests

The subsequent paragraphs describe a quick guide on how to test xr oot d using the xr dcp and ROOT
clients.

Copying files with xrdcp

A simple way to get filesin and out of dCache viaxr oot d isthe command xrdcp. It isincluded in every
xrootd and ROQOT distribution.

To transfer asingle filein and out of dCache, just issue

[user] $ xrdcp /bin/sh root://door_hostnane//pnfs/site. de/datal/xrd_test
[user] $ xrdcp root://door_hostnanme//pnfs/site.de/datal/xrd_test /dev/null

Accessing files from within ROOT

This simple ROOT example shows how to write arandomly filled histogram to afile in dCache:

root [0] THLF h("testhisto", "test", 100, -4, 4);

root [1] h->Fill Randon{"gaus", 10000);

root [2] TFile *f = new TXNetFile("root://door_hostnanme//pnfs/site.de/data/test.root", "new");
061024 12:03:52 001 Xrd: Create: (C) 2004 SLAC INFN XrdCient 0.3

root [3] h->Wite();

root [4] f->Wite();

root [5] f->Close();

root [6] 061101 15:57:42 14991 Xrd: XrddientSock:: RecvRaw. Error reading from socket: Success
061101 15:57:42 14991 Xrd: XrdCient Message: : ReadRaw. Error readi ng header (8 bytes)

Closing remote xr oot d files that live in dCache produces this warning, but has absolutely no effect on
subsequent ROOT commands. It happens because dCache closes al TCP connections after finishing afile
transfer, while xrootd expects to keep them open for later resue.

Toread it back into ROOT from dCache:

root [7] TFile *reopen = TXNetFile ("root://door_hostnanme//pnfs/site.de/data/test.root","read");
root [8] reopen->ls();

TXNet Fi | e** /1 pnfs/site.de/datal/test.root
TXNet Fi | e* /1 pnfs/site.de/datal/test.root
KEY: THLF testhisto; 1 test
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Xr oot d security

Read-Write access

Per default dCachexr oot d isrestricted to read-only, because plainxr oot d iscompletely unauthenticated.
A typical error message on the clientside if the server is read-only looks like:

[user] $ xrdcp -d 1 /bin/sh root://ford.desy. de//pnfs/desy.de/datal/xrd_test2

Setting debug level 1

061024 18:43:05 001 Xrd: main: (C) 2004 SLAC I NFN xrdcp 0.2 beta

061024 18:43:05 001 Xrd: Create: (C) 2004 SLAC I NFN Xrdd ient kXR_ ver002+kXR_asyncap

061024 18:43:05 001 Xrd: Showlrls: The converted URLs count is 1

061024 18:43:05 001 Xrd: ShowUrls: URL n.1: root://ford.desy. de: 1094/ / pnfs/ desy. de/ dat a/ asdf as.
061024 18:43:05 001 Xrd: Open: Access to server granted.

061024 18:43:05 001 Xrd: Open: Opening the renpte file /pnfs/desy. de/datalasdfas

061024 18:43:05 001 Xrd: XrdCient::TryQpen: doitparallel=1

061024 18:43:05 001 Xrd: Open: File open in progress.

061024 18:43:06 5819 Xrd: SendGenConmand: Server declared: Perm ssion denied. Access is read only.
(error code: 3003)

061024 18:43: 06 001 Xrd: Cose: File not opened.

Error accessing path/file for root://ford//pnfs/desy.de/data/asdfas

To enable read-write access, edit the following linein ${ dCacheHone} / conf i g/ dCacheSet up

xr oot dl sReadOnl y=f al se

and do arestart of the dCache core services.

Please note that due to the unauthenticated nature of this access mode, files can be written and read to/from
any subdirectory in the pnf s namespace (including the automatic creation of parent directories). Because
thereis no user information at the time of request, new files/subdirectories generated through xr oot d will
inherit UID/GID from its parent directory.

Permitting write access on selected pnf s directo-
ries

To overcome the security issue of uncontrolled xr oot d write access mentioned in the previous section, itis
possible to restrict write access on a per-directory basis (including subdirectories). Thisfeature is available
from dCache 1.7.0-36 on.

To activate thisfeature, a colon-seperated list containing the full pnf s paths of authorized directories must
be provided in ${ dCacheHone}/ conf i g/ dCacheSet up:

xr oot dAl | owedPat hs=/ pnf s/ si te. de/ pat hl:/pnfs/site. de/ pat h2

A restart of the xr oot d door isrequired to make the changes take effect. As soon as ${xrootdAllowed-
Paths} is set, all write requests to directories not matching the allowed path list will be refused.
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Token-based authorization

The xr oot d dCache implementation includes a generic mechanism to plug in different authorization
handler. The only plugin available so far implements token-based authorization as suggested in http://
people.web.psi.ch/feichtinger/doc/authz.pdf.

The first thing to do is to setup the keystore. The keystore file basically specifies all RSA-keypairs used
within the authorization process and has exactly the same syntax as in the native xrootd tokenauthorization
implementation. In this file, each line beginning with the keyword KEY corresponds to a certain Virtual
Organisation (VO) and specifies the remote public (owned by the file catalogue) and the local private key
belonging to that VO. A line containing the statement " KEY VO *" defines a default keypair that is used
asafallback solutionif no VO is specified in token-enhanced xr oot d requests. Lines not starting with the
KEY keyword areignored. A template can befoundin ${ dCacheHon®e} / et c/ keyst ore. t enpl at e.

The keysitself have to be converted into acertain format in order to be loaded into the authorization plugin.
dCache expects both keys to be binary DER-encoded (Distinguished Encoding Rules for ASN.1). Further-
more the private key must be PKCS #8-compliant and the public key must follow the X.509-standard.

The following example demonstrates how to create and convert a keypair using OpenSSL:

Generate new RSA private key
[root] # openssl genrsa -rand 12938467 -out key.pem 1024

Create certificate request
[root] # openssl req -new -inform PEM -key key.pem -outform PEM -out certreq. pem

Create certificate by self-signing certificate request
[root] # openssl x509 -days 3650 -signkey key.pem-in certreq.pem-req -out cert.pem

Extract public key from certificate

[root] # openssl x509 -pubkey -in cert.pem-out pkey.pem

[root] # openssl pkcs8 -in key.pem -topk8 -nocrypt -outform DER -out new_private_key
[root] # openssl enc -base64 -d -in pkey.pem -out new public_key

Only the last two lines are performing the actual conversion, therefore you can skip the previous lines in
case you aready have akeypair. Make sure that you keystore file correctly points to the converted keys.

To enable the plugin, it is necessary to uncomment and customize the following two lines in the file
${dCacheHone}/ confi g/ dCacheSet up, so that it looks like

xr oot dAut hzPl ugi n=or g. dcache. xroot d. securi ty. pl ugi ns. t okenaut hz. TokenAut hori zati onFact ory
xr oot dAut hzKeyst or e=Pat h_t o_your _Keyst ore

After doing a restart of dCache-core, any reguests without an appropriate token should result in an error
saying "aut hori zati on check failed: No authorization token found in open
request, access denied. (error code: 3010)".

If both tokenbased authorization and read-only access are activated, the read-only restriction will dominate
(local settings have precedence over remote file catal ogue permissions).
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Precedence of security mechanisms

The previously explained methodsto restrict accessviaxr oot d can aso be used in conjunction. The prece-
dence applied in that caseis asfollowing:

The permission check executed by the authorization plugin (if oneisinstalled) is given the lowest priority,
because it can controlled by a remote party. E.g. in the case of tokenbased authorization, access control is
determined by the file catalogue (global namespace).

Toalow local site’' sadministratorsto override remote security settings, write access can be further restricted
to few directories (based on the local namespace, the pnf s). Setting xr oot d access to read-only has the
highest priority, overriding all other settings.
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Manager

Gerd Behrmann
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Introduction

Sorage Resource Managers (SRMs) are middleware components whose function is to provide dynamic
space alocation and file management on shared storage components on the Grid. SRVs support protocol
negotiation and a reliable replication mechanism. The SRM specification standardizes the interface, thus
allowing for a uniform access to heterogeneous storage elements.

General SRM Concepts

SRMinterface consists of the five categories of functions: Space Management, Data Transfer, Request Sta-
tus, Directory and Permission Functions. SRMinterface utilizes Grid Security Infrastructure (GSI ) for au-
thentications. SRMservice is a Web Service implementation of a published WSDL document. Please visit
SRM Working Group Page [http://sdm.lbl.gov/srm-wg/] to see the SRMVersion 1.1 and SRMVersion 2.2
protocol specification documents.

SURLSs

SRMdefines a protocol name SRM and introduces away to addressthefiles stored in the SRMmanaged stor-
ageby SiteURL of theformat srm / / <host >: <port >/ [ <web servi ce pat h>?SFN=] <pat h>.
Examples of the Site URLs a.k.a. SRMURLs are:

srm//fapl 110. f nal . gov: 8443/ sr m manager v2?SFN=// pnf s/ fnal . gov/ data/test/filel,
srm//fapl 110. f nal . gov: 8443/ sr ml manager v1?SFN=/ pnf s/ fnal . gov/ data/test/fil e2
srm//srmcern. ch: 8443/ castor/cern.ch/cns/store/ crnsfil e23

All SRMfunctions that operate on files use Site URLs (SURLs) for file references.

Data Transfer functions

There are three functions for performing data transfers in SRM namely srmPrepareT oGet, ssrmPrepareT oP-
ut and srmCopy. These are SRM Version 2.2 names, in SRMVersion 1.1 they were caled get, put and
copy, but their roles were essentially the same. These functions take list of sources(srmPrepareToGet),
destinations(srmPrepareToPut) or both (srmCopy). The role of the ssmPrepareToGet function isto prepare
the system for the receipt of the data into the given file names, to make sure that the system has enough
space to store thefiles, that the user has sufficient privilegesto create the files in the paths designated by the
SURLSs. The purpose of the srmPrepareToPut function isto prepare the data stored in files, designated by the
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given SURLSs, that are already apart of the system for the network access; SRMneeds again to check that the
user has sufficient privilegesto accessthefilesin the paths designated by the SURL s. One of the features of
thesrmPrepareToGet and srmPrepareToPut functionsisthat they both support transfer protocol negotiation.
This means that in case of both of these functions client supplies alist of supported transfer protocols and
SRMserver computes the Transfer URL in the first protocol from the list that it supports. Depending on the
implementation the real action in the Storage System performed in response to this invocation may range
from simple SURL to TURL trandation to a Stage from Tape to Disk Cache and dynamic selection of the
transfer host and transfer protocol depending on the protocol availability and current load on each of the
transfer server load. It is aresponsibility of the client to perform the transfer and to notify the SRMthat it
is done with the files. ssrmCopy function performs a copy between alocal and a remote storage system, it
isgiven alist of source — destination URL pairs. At least one of the URLSs in each pair must be an SURL
of filein the SRMsystem contacted with the srmCopy request. Second URL can be alocal or remote SURL
or URL in some other transfer protocol. In case of srmCopy the SRMsystem performs data transfer itself,
without data ever flowing though the client’s computer.

The Data Transfer functions are asynchronous, initial SRMcall leads to the start of the execution of the
client’ srequest, and the functions return the request statuses, that contain unique request tokens, that can be
used in subsequent callsfor periodic polling of the status of the request. Once the SRMcompl etesthe requests,
and clients are done with the datatransfers, clients notify the system that they are done with thefilesand are
ready to release the associated resources, the client notifies the system by execution of the srmReleaseFiles
in case of ssrmPrepareT oGet or ssmPutDone in case of srmPrepareT oPut. In case of srmCopy, system knows
when the transfer is competed and resources can be released, so it requires no special function at the end.

Clients are free to cancel the requests at any time by execution of the srmAbortFiles or srmAbortRequest.

Space Management functions

SRMVersion 2.2 introduces a concept of space reservation. Space reservation is a promise by the storage
system to make certain amount of storage space of certain type available for usage for a specified period of
time. Space reservation is made using srmReserveSpace function. In case of successful reservation, aunique
name, called spacetoken isassigned to thereservation. Spacetoken can be used during thetransfer operations
to tell the system to put the files being manipulated or transferred into an associated space reservation .
A storage system ensures that the reserved amount of the disk space is indeed available, thus providing a
guarantee that a client does not run out of space until all space promised by the reservation has been used.
When files are deleted, the space is returned to the space reservation.

A space reservation has a property caled retention policy. Possible values of retention policy are Replica,
Output and Custodial. The retention policy describes the quality of the storage service that will be provided
for the data (files) stored in this space reservation. Replica corresponds to the lowest quality of the service,
usually associated with storing asingle copy of each file on the disk. Custodial isthe highest quality service,
usually interpreted as storage of the data on Tape. WLCG has decided not to use Output retention policy in
its data grid. Output is an intermediate retention policy is stronger than Replica and weaker than Custodial,
and in dCache Output retention policy will possibly be used for files managed by Resilient Manager, which
will make several internal copies of each file, distributed on distinct instances of hardware. Once afileis
written into a given space reservation, it inherits the reservation’ s retention policy.

Another property of the space reservation is called access latency. The two values allowed are Nearline and
Online. Nearline means that the data stored in this reservation are allowed to be stored in such a way that
retrieving them might require storage system to perform additional preparatory steps (staging datafrom tape
to adisk cache for example). Online means that data is readily available and it will not take long to start
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reading the date. In case of dCache Online means that there will always be a copy of the file on disk, while
Nearline does not provide such guarantee. Aswith retention policy, once afile iswritten into a given space
reservation, it inherits the reservation’ s access latency.

DCache however only manages write space, i.e. only space on disk can be reserved and only for write
operations. Once files are migrated to tape, and if no copy is required on disk, space used by these files
is returned back into space reservation. When files are read back from tape and cached on disk, they are
not counted as part of any space. SRM Space reservation can be assigned a non-unigue description, then the
description cab be used in the future to discover all space reservation with a given description.

Properties of the SRM Space Reservations can be discovered using SrmGetSpaceM etadata function. Space
Reservations might be released with srmRel easeSpace. For acomplete description of the available functions
please see SRM Version 2.2 Specification [http://sdm.Ibl.gov/srm-wg/doc/SRM.v2.2.html].

Utilization of the Space Reservations for Data Storage

SRMVersion 2.2 srmPrepareToPut and srmCopy pull mode transfers allow the user to specify a space reser-
vation token or aretention policy and an accesslatency. In the protocol, any of these values are optional, and
it is up to the implementation to decide what to do, if these properties are not specified. The specification
doeshowever requirethat if aspace reservation isgiven, then any accesslatency or retention policy specified
must match the same properties of the space reservation.

Directory functions

Starting from SRMVersion 2.2, interface provides a complete set of the directory management functions.
These are srmLs, srmRm, ssmMKkDir, ssmRmDir and srmMv.

Permission functions

SRMV ersion 2.2 support the following three space permission functions, srmGetPermission, srmCheckPer-
mission and srmSetPermission. dCache contains arudimentary implementation of these functionsthat most-
ly allow setting and checking of the Unix file permission.

SRMService

dCache SRMisimplemented as Web Service Interface running under Apache Tomcat application server and
Axis Web Services engine. This service starts adCache SRMdomain with amain SRMcell and a number of
other cells SRMservice relies on. These are SrmSpaceM anager, PinManager, RemoteGsiftpCopyManager,
etc. Of these services only SRMand SrmSpaceM anager require special configuration.

dCache specific concepts

Link Groups

dCache 1.8 Pool Manager supports new type of objects called LinkGroups. Each link group corresponds
to a number of dCache pools in the following way: LinkGroup is a collection of the Links, each of which
isacollection of the Pool Groups associated (Linked, hence aname “Link™) with a set of the Pool Selection
Units or PSUs. Each link group knows about its available size, which is a sum of al available sizesin all
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the poolsincluded in thislink group. In addition link group has 5 boolean properties called replicaAllowed,
outputAllowed, custodial Allowed, onlineAllowed and nearlineAllowed, the values of these properties (true
or false) can be configured in Pool Manager . conf .

Space Reservations

In dCache 1.8 each SRMSpace Reservation is made against the total available disk space of a particular link
group. The total space in dCache that can be reserved is the sum of the available sizes of al Link Groups.
If dCacheis configured correctly each byte of disk space, that can be reserved, belongs to one and only one
Link Group. Therefore it is important to make sure that no pool belongs to more than one pool group, no
Pool Group belongs to more than one Link and no Link belongs to more than one LinkGroup.

Files written into a space made within a particular link group will end up on one of the pools referred to
by this link group. The difference between the Link Group’s available space and the sum of al the current
space reservation sizes is the available space in the link group.

Explicit and Implicit Space Reservations for Data Storage in
dCache

In dCache, if a space reservation is specified, the file will be stored in it (assuming the user has permission
to do so in the name space).

If the reservation token is not specified, and implicit space reservation is enabled, then a space reservation
will be performed implicitly for each SRMv1.1 and SRM2.2 srmPrepareT oPut or srmCopy in pull mode. If
an Access Latency and a Retention Policy are specified, the user defined retention policy and default access
latency. If the user has not specified Access Latency or Retention Policy (or if SRMv1.1isused) , the system
will attempt to extract special tags (not surprisingly called “AccessLatency” and “RetentionPolicy”) from
PNFS namespace from the directory to which file is being written. If the tags are present, then their values
will determine the default Access Latency or Retention Policy that will be used for implicit space reserva
tions. If the tags are not present, then system wide defaults will be used. If no implicit space reservation
can be made, the transfer will fail. (Note: some clients also have default values, which are used when not
explicitly specified by the user. | this case server side defaults will have no effect. )

If the implicit space reservation is not enabled in dCache 1.8 the pools in the link groups will be excluded
from consideration and only the remaining pools will be considered to be the candidates for storing the
incoming data, and classical pool selection mechanism will be used. If the space reservation is not used and
no LinkGroups are specified, the system behavior will be exactly the same asin dCache 1.7.

Space Manager access control

When SRM Space Reservation request is executed, its parameters, such as reservation size, lifetime, access
latency and retention policy as well as user’s Virtual Organization (VO) membership information is for-
warded to the SRM SpaceM anager.

Space Manager uses a specid file for listing al the Virtual Organizations (VOs) and all the VO Roles that
are permitted to make reservationsin the given link group. List of the allowed VOs and VO Roles, together
with the total available space and replicaAllowed, outputAllowed, custodialAllowed, onlineAllowed and
nearlineAllowed properties of the group is than matched against the information from the user request in
order to determineif agiven space reservation can be madein particular link group. Once aspace reservation
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is created, no access control is performed, any user can attempt to store the files in this space reservation,
provided he or she knows the exact space token.

Choosing The right hardware and OS for
the SRMnode

Hardware

We recommend to install dCache SRMserver on a separate node with sufficient memory and a fast disk
optimized for database application. For example Fermilab US-CM S T1 site uses the following hardware for
SRMnode. Dual Intel Xeon Duo, 4 GB RAM, 3wareraid disk array.

Operating System
Latest Scientific Linux or RHEL would do.

Thekernel.shmmax=1073741824 and kernel.shmall=1073741824 kernel parameters should be set for a4GB
RAM Machine. This can be accomplished by running:

[root] # echo 'kernel.shmax=1073741824' >> /etc/sysctl.conf
[root] # echo 'kernel.shnall=1073741824" >> /etc/sysctl.conf
[root] # /bin/sysctl -p

The exact content of USSCMST1 SRMsysct | . conf is:

kernel .core_uses_pid = 1

kernel .sysrq = 1

kernel . panic = 60

fs.file-max = 131072
net.ipvd.ip_forward = 0

vm vfs_cache_pressure = 10000

# Keep this anpbunt of nenory free for energency, IRQ and atom c allocations
vm m n_free_kbytes = 65535

# Network tune paraneters
net.ipv4.tcp_tinmestanps = 0
net.ipv4d.tcp_sack = 0
net.ipv4.tcp_w ndow_scaling =1
kernel . shmmax=1073741824

kernel . shmal | =1073741824

Configuring Postgres Database

Install the latest PostgreSQL database from PostgreSQL web site [http://www.postgresgl.org/download/].
While some like RPMSs, others find that they have 100% guarantee of compatibility of the software only if
they build it locally from sources. In later case source rpms or archive of sources are available.

We highly recommend to make sure that PostgreSQL database files are stored on a separate disk that is not
used for anything else (not even PostgreSQL logging). BNL Atlas Tier one observed a great improvement
in srm-database communication performance after they deployed postgres on a separate dedicated machine.

To provide seamless local access to the database please make the following modifications:
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Thefile/ var/1i b/ pgsql / dat a/ pg_hba. conf should contain the following lines

| ocal al | al | trust
host al | al | 127.0.0.1/32 trust
host al | al | 1:1/128 trust

If SRMor srm monitoring is going to be installed on a separate node, you need to add entry for this node
aswell:

host al | al | noni tori ng node trust
host al | al | srm node trust

Thepost gresql . conf should contain the following:

#t 0 enabl e network connection on the default port
max_connections = 100
port = 5432

shared_buffers = 114688
wor k_mem = 10240

#t o enabl e aut ovacuum ng
stats_row_ | evel = on

aut ovacuum = on
aut ovacuum vacuum threshold = 500 # min # of tuple updates before

# vacuum

aut ovacuum anal yze_t hreshol d = 250 # mn # of tuple updates before
# anal yze

aut ovacuum vacuum scal e_factor = 0.2 # fraction of rel size before
# vacuum

aut ovacuum anal yze_scale_factor = 0.1 # fraction of rel size before

#

# setting vacuum cost_del ay m ght be useful to avoid

# aut ovacuum penal i ze general perfornmance

# it is not set in US-CM5 T1 at Fernilab

#

# In I N2P3 add_mi ssing_from= on

#1n Fermlab it is comented out

# - Free Space Map -

max_f sm pages = 500000

# - Planner Cost Constants -
effective_cache_size = 16384 # typically 8KB each

To enable dCache SRMcomponents access to the database server with the user srmdcache:

[root] # createuser -U postgres --no-superuser --no-createrole --createdb --pwpronpt srndcache

SRMwill use the database dcache for storing its state information:

[root] # createdb -U srndcache dcache

Configuring SRMDomain

Once database and and VM are installed and database is running, you may install dCache SRM
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Install dCache server.rpm

[root] # rpm-Uvh dcache. server.rpm

node_config
Copy/ pt/ d-cache/ et c/ node_config.tenpl at einto/ opt/ d-cache/ etc/ node_config
Edit/ opt / d- cache/ et ¢/ node_confi g

NODE_TYPE=cust om
SRMFyes

# all other parameters should be turned off on "srmonly" node

srm_setup.env

Edit/ opt / d- cache/ et c/ srm set up. env

* Make surethat JAVA_ HOME is set to correct value, for example

JAVA_HOVE=/ usr/j avalj dk1.5.0_07

» Tomcat port does not interfere with with services that are already using network

TOMCAT_PORT=8080

« If you are going to run the monitoring on the same node:

TOMCAT_HTTP_ENABLED=t r ue
JAVA_OPTS="- Xmx512m - Dj ava. awt . headl ess=t rue"

install dCacheSet up

Copy [ opt/ d-cache/ et c/ dCacheSet up. tenpl ate into / opt / d- cache/ con-
fi g/ dCacheSet up and edit it so that, servicel ocatorHost and servicel ocatorPort point to central dcache
node:

servi ceLocat or Host =host of central node
servi celLocatorPort=11111

following SRMparameters should be configured as following:

srnVacuun¥f al se
srnDbName=dcache
srnDbUser =sr ndcache
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Make sure that both sr mCopyReqThr eadPool Si ze andr enpt eGsi ft pMaxTr ansf er s areset to
the same values and the common value should be the roughly equal to the maximum number of the SRM-
to -SRMcopies your system can sustain. So if you think about 3 gridftp transfer per pool and you have 30
pools than the number should be 3x30=90.

sr nCopyReqThr eadPool Si ze=90
renot eGsi ft pMaxTr ansf er s=90

Note US-CMST1 has:

sr mCopyReqThr eadPool Si ze=2000
renot eGsi ft pMaxTr ansf er s=2000

Tomcat/axis deployment
Run

[root] # /opt/d-cache/install/install.sh

Starting and stopping SRMdomain
Run

[root] # /opt/d-cache/bin/dcache-core start

to start SRMdomain.

Run

[root] # /opt/d-cache/bin/dcache-core stop
to stop SRMdomain.

SRMLogs

SRMmight produce alot of logs, especialy if it runin debug mode. Need to run SRMin debug modeisgreatly
reduced if SRMmonitoring isinstalled. It isrecommended to make sure that logs are redirected into afileon
largedisk. dCache SRM1.7 logsinto/ opt / d- cache/ | i bexec/ apache-t ontat-5. 5. 20/ | ogs/
catal i na. out.

SRMconfiguration for experts

There are afew parametersin dCacheSet up that you might find useful for nontrivial SRMdeployment.

srmSpaceManagerEnabled

sr mSpaceManager Enabl ed tellsif the space management is activated in SRM
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Possiblevaluesareyes and no. Defaultisyes.
Usage example:

sr nSpaceManager Enabl ed=yes

srmimplicitSpaceManagerEnabled

srm npl i ci t SpaceManager Enabl ed tellsif the space should be reserved for SRMVersion 1 trans-
fersand for SRMVersion 2 transfers that have no space token specified. Will have effect only if srmSpace-
ManagerEnabled.

Possible values are yes and no. This is enabled by default, disabled if sr nSpaceManager Enabl ed
isset to no.

Usage example:

srm npl i ci t SpaceManager Enabl ed=yes

overwriteEnabled

overw it eEnabl ed tellsto SRMand G i dFTP serversif the overwrite is allowed. If enabled on SRM
node, should be enabled on all Gri dFTP nodes.

Possible values areyes and no. Default isno.
Usage example:

overw it eEnabl ed=yes

srmOverwriteByDefault

srnmOverwr it eByDef aul t Setthistot r ue if you want overwrite to be enabled for SRMv1.1 interface
aswell asfor SRMv2.2 interface when client does not specify desired overwrite mode. This option will be
considered only if over wri t eEnabl ed issettoyes.

Possible valuesaret r ue and f al se. Defaultisf al se.
Usage example:

srnmOverwri t eByDef aul t =f al se

srmDatabaseHost

srnDat abaseHost tellsto SRMwhich database host to connect to. Do not change unless you know what
you are doing.

Default valueis| ocal host .
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Usage example:

sr nDat abaseHost =dat abase- host . exanpl e. org

spaceManagerDatabaseHost

spaceManager Dat abaseHost tellsto SRMSpace Manager which database host to connect to. Do not
change unless you know what you are doing.

Default valueis| ocal host .
Usage example:

spaceManager Dat abaseHost =dat abase- host . exanpl e. or g

pinManagerDatabaseHost

pi nManager Dat abaseHost tellsto SRMPin Manager which database host to connect to. Do not change
unless you know what you are doing.

Default valueis| ocal host .
Usage example:

pi nManager Dat abaseHost =dat abase- host . exanpl e. org

srmDbName

srmDbName tellsto SRMwhich database to connect to. Do not change unless you know what you are doing.
Default valueisdcache.
Usage example:

srmDbName=dcache

srmDbUser

srmDbUser tells to SRMwhich database user name to use when connecting to database. Do not change
unless you know what you are doing.

Default valueissr ndcache.
Usage example:

srnDbUser =sr ndcache

100



dCache Storage Resource Manager

srmDbPassword

sr mDbPasswor d tellsto SRMwhich database password to use when connecting to database. Do not change
unless you know what you are doing.

Usage example:

sr nDbPasswor d=Not Ver ySecr et

srmPasswordFile

srmPasswor dFi | e tells to SRMwhich database password file to use when connecting to database. Do
not change unless you know what you are doing. It is recommended that MD5 authentication method
is used. To learn about file format please see http://www.postgresgl.org/docs/8.1/static/libpg-pgpass.html.
To learn more about authentication methods please visit http://www.postgresgl.org/docs/8.1/static/encryp-
tion-options.html, Please read "Encrypting Passwords Across A Network" section.

This option is not set by default.
Usage example:

srnPasswor dFi | e=/root/. pgpass

srmJdbsMonitoringLogEnabled

srnmydbsMoni t ori ngLogEnabl ed tells the SRMto store the history of the SRMrequest executions
in the database. This option is useful if you are using SRMWatch web monitoring tool. Activation of this
option might lead to the increase of the database activity, so if the PostgreSQL load generated by SRMis
excessive, disableit.

Possible valuesaret r ue and f al se. Defaultisf al se.
Usage example:

srmldbsMoni t ori ngLogEnabl ed=f al se

srmDbLogEnabled

srnDbLogEnabl ed tellsto SRMto store theinformation about the remote (copy, srmCopy) transfer details
in the database. This option is useful if you are using SRMWatch web monitoring tool. Activation of this
option might lead to the increase of the database activity, so if the PostgreSQL load generated by SRMis
excessive, diableit.

Possiblevaluesaret r ue and f al se. Defaultisf al se.
Usage example:

srnDbLogEnabl ed=f al se
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srmVersion

srnVer si on not used by SRM it was mentioned that this value us used by some publishing scritps.

Defaultisver si onl.

pnfsSrmPath

pnf sSr nPat h tells to SRMwhat is the root of al SRM paths is in pnfs. SRMwill prepend path to all
the local SURL paths passed to it by SRMclient. So if the pnf sSr nPat h issetto/ pnf s/ f nal . gov/
THI SI STHEPNFSSRMPATH and someone requests the read of srm // srm exanpl e. or g: 8443/
filel, SRMwill trandate the SURL path /fil el into/ pnfs/fnal.gov/ TH SI STHEPNFSSRM
PATH fi | el. Setting thisvariable to something different from/ isequivalent of performing Unix chr oot
for all SRMoperations.

Default valueis/ .
Usage example:

pnf sSrnPat h="/ pnf s/ f nal . gov/ dat a/ experi ment "

parallelStreams

par al | el St r eans specifiesthe number of the parallel streamsthat SRMwill use when performing third
party transfers between this system and remote GSI - FTP servers, inresponseto SRMv1.1 copy or SRMV 2.2
srmCopy function. This will have no effect on srmPrepareToPut and srmPrepareToGet command results
and parameters of & i dFTP transfers driven by the SRMclients.

Default valueis 10.

Usage example:

paral | el St reans=20

srmBufferSize

srnBuf f er Si ze specifiesthe number of bytesto use for thein memory buffersfor performing third party
transfers between this system and remote GSI - FTP servers, in response to SRMv1.1 copy or SRMV2.2
srmCopy function. This will have no effect on srmPrepareToPut and srmPrepareToGet command results
and parameters of G i dFTP transfers driven by the SRMclients.

Default valueis 1048576.
Usage example:

srnBuf fer Si ze=1048576
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srmTcpBufferSize

srmicpBuf f er Si ze specifies the number of bytes to use for the tcp buffers for performing third party
transfers between this system and remote GSI - FTP servers, in response to SRMv1.1 copy or SRMV2.2
srmCopy function. This will have no effect on ssrmPrepareToPut and srmPrepareToGet command results
and parameters of & i dFTP transfers driven by the SRMclients.

Default valueis 1048576.
Usage example:

srmTcpBuf f er Si ze=1048576

srmAuthzCacheLifetime

srmAut hzCachelLi f et i me specifiesthe duration that authorizations will be cached. Caching decreases
the volume of messages to the gPl azna cell or other authorization mechanism. To turn off caching, set
thevalueto 0.

Default valueis120.
Usage example:

srmAut hzCacheli f et i mne=60

srmGetLifeTime, srmPutLifeTime and srmCopyLife-
Time

srmGet Li f eTi nme, srPut Li f eTi me and sr mCopyLi f eTi me specify the lifetimes of the srmPre-
pareToGet (srmBringOnline) srmPrepareToPut and srmCopy requestslifetimesin millisecond. If the system

is unable to fulfill the requests before the request lifetimes expire, the requests are automatically garbage
collected.

Default valueis 14400000 (4 hours)
Usage example:

srnGet Li f eTi me=14400000
srnPut Li f eTi me=14400000
srnCopylLi f eTi me=14400000

srmGetReqMaxReadyRequests, srmPutReq-
MaxReadyRequests, srmGetRegReadyQueueSize
and srmPutReqReadyQueueSize

sr mGet ReqMaxReadyRequest s andsr mPut RegMaxReadyRequest s specify the maximum num-
ber of the files for which the transfer URLs will be be computed and given to the usersin responce to SRM
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get (srmPrepareT oGet) and put (srmPrepareToPut) requests. The rest of the files that are ready to be trans-
fered are put on the Ready queues, the maximum length of these queues are controlled by sr nGet Re-
gReadyQueueSi ze and sr mPut ReqReadyQueueSi ze parameters. These parameters should be set
according to the capacity of the system, and are usually greater than the maximum number of theGri dFTP
transfers that this dCache instance G- i dFTP doors can sustain.

Usage example:

srnCet ReqReadyQueueSi ze=10000
sr nmGet RegMaxReadyRequest s=2000
sr nPut ReqReadyQueueSi ze=10000
sr nPut ReqMaxReadyRequest s=1000

srmCopyRegThreadPoolSize and remoteGsiftpMax-
Transfers

sr mCopyReqThr eadPool Si ze andr enpt eGsi ft pMaxTr ansf er s. ssmCopyReqThreadPool Size
is used to specify how many parallel ssrmCopy file copies to execute simultaneously. Once the this SRM
contacted remote SRMsystem, and obtained a Transfer URL (usually GSI - FTP URL), it contact a Copy
Manager module (usually RemoteGsiftpTransferManager), and asks it to perform aGr i dFTP transfer be-
tween remote G i dFTP server and a dCache pool. The maximum number of the simultaneous transfers
that RemoteGsiftpTransferManager will support isremoteGsiftpMaxTransfers, thereforeit isimportant that
remoteGsiftpMaxTransfers is greater than or equal to ssmCopyReqT hreadPool Size.

Usage example:

sr mCopyReqThr eadPool Si ze=250
renot eGsi ft pMaxTr ansf er s=260

srmCustomGetHostByAddr

srmCust onGet Host By Addr srmCustomGetHostByAddr enables using the BNL developed procedure
for host by IP resolution if standard InetAddress method failed.

Usage example:

srnCust onGet Host ByAddr =t r ue

RecursiveDirectoryCreation

Recur si veDirectoryCreation alows or disalows automatic creation of directories via SRM
allow=true, disallow=false.

Automatic directory creation is allowed by default.
Usage example:

Recur si veDirect oryCreati on=true
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SRMSpace Manager configuration
SRMSpace Manager and LinkGroups

Space Manager is making reservations agains space in LinkGroups, LinkGroup is an object created by the
Pool Manager , that consists of several Links. The total space available in the given LinkGroup is a sum
of available spaces in al links. The available space in each link is a sum of the available spaces in all
pools assinged to a given link. Therefore for the space reservation to work correctly it is essential that
each pool belongs to one and only one link, and each link belongs to only one LinkGroup. LinkGroups are
assigned several parameters that determine what kind of space the LinkGroup correspond to and who can
make reservation against this space.

Definition of the LinkGroups in the
PoolManager.conf

To configure Pool Manager to create the new LinkGroup (a new reservable entity in dCache), please use
following example (given in the Pool Manager ). Here we assume that write-link link already exists:

(Pool Manager) admin > psu create |inkGoup wite-Iink-group
(Pool Manager) admin > psu addto linkGoup wite-link-group wite-link

Totell Space Manager if the LinkGroup will be able to store files with given AccessL atency and Retention-
Policy, LinkGroups have 5 attributes: custodial Allowed, outputAllowed, replicaAllowed, onlineAllowed
and nearlineAllowed. These attributes can be specified with the following commands:

(Pool Manager) adm n > psu set |inkG oup custodial All owed <group name> <true|fal se>
(Pool Manager) admin > psu set |inkG oup outputAll owed <group nanme> <true|fal se>
(Pool Manager) admn > psu set |inkGoup replicaAl lowed <group nanme> <true|fal se>
(Pool Manager) admin > psu set |inkG oup onlineAllowd <group name> <true|fal se>
(Pool Manager) admn > psu set |inkG oup nearlineAllowed <group nanme> <true|fal se>

Please note that that it is up to administrators that the link groups attributes are specified correctly. For
example dcache will not complain if the linkGroup that does not support tape backend will be declared as
one that supports custodial.

Activating SRMSpace Manager
In order to enable the new space reservation: add (uncomment) the following definitionin dCacheSet up

srmSpaceManager Enabl ed=yes

SRMSpace Manager Parameters in dCacheSetup

SpaceManagerDefaultRetentionPolicy

If space reservation request does not specify retention policy we will assign SpaceManager Def aul t -
Ret ent i onPol i cy retention policy by default.
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Possible values are REPLI CA, OQUTPUT and CUSTQODI AL.
Usage example:

SpaceManager Def aul t Ret ent i onPol i cy=CUSTODI AL

SpaceManagerDefaultAccessLatency

If space reservation request does not specify access latency we will assign SpaceManager Def aul t Ac-
cesslLat ency this accesslatency by default.

Possible values are ONLI NE and NEARLI NE.
Usage example:

SpaceManager Def aul t AccessLat ency=NEARLI NE

SpaceManagerReserveSpaceForNonSRMTransfers

If SpaceManager Reser veSpaceFor NonSRMIT ansf er s issettot r ue, and if the transfer request
come from the door, and there was not prior space reservation made for this file, Space Manager will try
to reserve space before satisfying the request.

Possible valuesaret r ue and f al se.
Usage example:

SpaceManager Reser veSpaceFor NonSRMTr ansf er s=f al se

SpaceManagerLinkGroupAuthorizationFileName

SpaceManager Li nkG oupAut hori zati onFi | eNane specifies a file that contains the list of
FQANS that are allowed to make space reservations in a given link group. The file syntax is described in
the next section.

This parameter is not set by default.

Usage example:

SpaceManager Li nkG oupAut hori zat i onFi | eNanme=/ opt / d- cache/ et ¢/ Li nkG oupAut hori zati on. conf

Implicit Space Reservations

As it was described in the section called “Introduction”, dCache can perform implicit space reservations
for SRMVersion 1 data transfers and for SRMVersion 2.2 data transfers that are not given the space token
explicitly. The parameter that enables this behavior issr m npl i ci t SpaceManager Enabl ed, which
is described in the section called “ SRMconfiguration for experts’. In case of SRMversion 1.1 datatransfers,
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when the Access Latency and Retention Policy cannot be specified, and in case of SRMV 2.2 clients, when
Access L atency and Retention Policy are not specified, the default valueswill be used. First SRMwill attempt
to usethevaluesof AccesslLat ency and Ret ent i onPol i cy tagsfrom the directory to which afileis
being written. If the tags are present, then the Access Latency and Retention Policy will be set on basis of
the system wide defaults, which are controlled by SpaceManager Def aul t Ret ent i onPol i cy and
SpaceManager Def aul t AccessLat ency variables in dCacheSetup; these variable are described in
detailsin the previous section "SRM Space Manager Parameters in dCacheSetup”.

If you have adirect access to the namespace, you can check if the AccessLatency and RetentionPolicy tags
are present by using the following commands:

[root] # cd pnfsDir
[root] # cat ".(tags)()"
. (tag) (OsMrenpl at e)
.(tag)(file_famly)
.(tag) (storage_group)

. (tag) (AccessLat ency)
.(tag) (RetentionPolicy)

If the output containsthelinessaying (t ag) ( AccessLat ency) and. (t ag) (Retenti onPol i cy)
than the tags are already present and you can get the actual values of these tags by executing the following
commands, which are shown together with example outputs:

[root] # cat ".(tag)(AccessLatency)" ONLINE
[root] # cat ".(tag)(RetentionPolicy)" CUSTODI AL

To create/change the values of the tags, please execute :

[root] # echo "New Access Latency" > ".(tag)(AccessLatency)"
[root] # echo "New Retention Policy" > ".(tag)(RetentionPolicy)"

Thevalid AccessLat ency valuesare ONLI NE and NEARLI NE, valid Ret ent i onLat ency valuesare
REPLI CA, OQUTPUT and CUSTODI AL.

Below are the reals examples of these commands:

[root] # echo "ONLINE" > ".(tag)(AccesslLatency)"
[root] # echo "REPLICA" > ".(tag)(RetentionPolicy)"

SRMSpace Manager Virtual Organization
based access control configuration

VO based Authorization Prerequisites

In order to be able to take advantage of the Virtual Organization (VO) infrastructure and VO based autho-
rization and VO Based Access Control to the Space in dCache, certain things need to be in place:

» User needs to be registered with the VO.
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* User needs to use voms-pr oxy-init to create a vo proxy.

» dCache needsto use gPl azna and not gPl azma with dcache. kpwd plugin, but other modules that
know how to extract VO attributes from the proxy. (see Chapter 12, gPlazma authorization in dCache,
havealook at gpl azmal i t e- vor ol e- nappi ng plugin.

Only if these 3 conditions are satisfied the VO based authorization of the Space Manager can work.

If aclient usesaregular grid proxy, created with grid-proxy-init, and not aVirtua Organization (V O) proxy,
which is created with the voms-pr oxy-init, when he is communicating with SRMserver in dCache, then the
VO attributes can not be extracted its credential. voms-proxy-init adds a Fully Qualified Attribute Name
(FQAN) section(s) to the grid proxy, which contain informaton about user’s VO membership, in particular
it contain VO Group name and VO Role that the client intends to play at this time. In this case the name of
the user is extracted on basis of the direct Distinguished Name (DN) to use name mapping. For the purposes
of the space reservation the name of the user isused asits VO Group name, and the VO Roleis left empty.

VO based Access Control configuration

dCache Space Reservation Functionality Access Control is currently performed at the level of the
LinkGroups. The access to making reservationsin each LinkGroup is controlled by the SpaceManager -
Li nkG oupAut hori zat i onFi | e property.

SpaceManagerLinkGroupAuthorizationFile syntax

Thefile described by SpaceManager Li nkG oupAut hor i zat i onFi | e hasfollowing syntax:

LinkGroup Name followed by the list of the Fully Qualified Attribute Names (FQANS), each FQAN on
separate line, followed by an empty line, which is used as arecord separator, or by the end of file. FQAN is
usually a string of the form <VO>/Role=<VVORole>. Both <V O> and <VORole> could be set to *, in this
case al VOsor VO Roles will be allowed to make reservationsin this LinkGroup. Any line that starts with
#isacomment and may appear anywhere.

File location is specified by defining

SpaceManager Li nkG oupAut hori zat i onFi | eNanme=FI LENAMVE

in the dCacheSetup

Example of the SpaceManagerLinkGroupAuthorizationFile

# this is cooment and is ignored

Li nkG oup LFSOnl y-Li nkG oup
/atl as/ Rol e=/ atl as/rol el

Li nkG oup CMs-Li nkGroup
/ cs/ Rol e=*
#/ dt eanf Rol e=/tester

Li nkG oup defaul t-Li nkG oup
#al | ow anyone :-)
*/ Rol e=*
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#/ dt eam Rol e=/tester

Successful VO and Experiment specific examples of dCache SRMSpace Manager configurations are or will
be published at dCache WIKI documentation pages [http://trac.dcache.org/trac.cgi/wiki/manuals/index].

SRMWatch, SRMMonitoring Tool

For large sitesin order to avoid interference from Tomcat activities related to web interface, we recommend
installation of SRMmonitoring on a separate node.

Separate Node Installation

Install IDK1.5

Download, install and start latest tomcat 5.5 from Tomcat Web Site [http://tomcat.apache.org/]
Download srmwatch RPM from http://www.dcache.org.

Install RPM. Installation can be performed using this command:

[root] # rpm-UWh srnmwatch-1.0-0.i386.rpm

Edit configuration file/ opt / d- cache/ srmwat ch- 1. 0/ WEB- | NF/ web. xml in theline saying:

<par am val ue>j dbc: post gresql : / /| ocal host/ dcache</ param val ue>

Make sure that the localhost isin jdbc url substitutes with SRMdatabase host name. For example:

<par am val ue>j dbc: post gresql : //fl edgl i ng06. f nal . gov/ dcache</ par am val ue>

Execute

[root] # export CATALI NA HOVE=YOUR_TOMCAT_LOCATI ON

Execute

[root] # /opt/d-cache/srnmnat ch-1. 0/ depl oy_srmatch

SRMMonitoring page should be visible at http://sr m moni t or i ng- node:8080/srmwatch/

Same Node Installation

Download srmwatch rpm from http://www.dcache.org>.

Install rpm after srm server is installed and running, with / opt / d- cache/ et ¢/ srm set up. env
containing before the installation
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TOMCAT_HTTP_ENABLED=t r ue

RPM installation can be performed using this command:

[root] # rpm-UWUvh srnmwatch-1.0-0.i386.rpm

« SRMMonitoring page should be visible at http://sr nnode:8080/srmwatch/
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Vladimir Podstavkov

This part describes how to configure the web application which prepares and shows various plots using the
billing information of dCache.

The monitoring system for dCacheis built as a separate application using Java servlet technology and works
in the Apache Tomcat servlet container. It consists from two parts - the first one works with the database
where dCache system puts the detailed information about the data transfers, and the second one is a presen-
tation layer.

Such modular architecture allows to use the tools which do best in each case. The backend part is built
using Java and JDBC database driver API and is configurable using XML configuration files. The frontend
part is built with OpenL aszlo technology, which allows developers to create applications with the rich user
interface capabilities of desktop client software. OpenlLaszlo applicationsarewrittenin XML and JavaScript
- just like DHTML, but portable across browsers.

The monitoring system builds the set of plots for various datasets and various time intervals - day, week,
month, year... The datasets, the timeintervals and data presentation are configurable via XML configuration
files. The changes in the configuration can be activated remotely by the system administrator.

The total number of plots varies from system to system and currently is about 50 - 60. This system is used
by public dCache, CDF, and CM S dCache systems at Fermilab.

Installation

If you want to try it for your dCache installation you can find two RPM files you need on this page: http://
www.dcache.org/downloads/dcache_plots/index.shtml.

The first one (http://www.dcache.org/downloads/dcache_plots/web-dcache-*-i386.rpm) is a binary pack-
age, the second one (http://www.dcache.org/downloads/dcache plots/web-dcache-*-src.rpm) is a source
package.

To install the monitoring package do the following:

1. Install binary rpm. Installation can be performed using this command:

[root] # rpm-Uvh web-dcache-*-i386.rpm

2. Stop Tomcat if it isrunning
3. Untar web- dcache. t gz archiveinto Tomcat webapps/ directory. This should be done by

[root] # tar xfz /opt-dcache/ web-dcache/ web-dcache.tgz

4. Ingtall Ips servlet into Tomcat webapps/ directory
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5.

a Untar | ps. t gz archive. This should be done by

[root] # tar xfz /opt-dcache/ web-dcache/lps.tgz

b. Untar pl ot s. t ar archive. This should be done by

[root] # tar xf /opt-dcache/web-dcache/plots.tar

Copy thefile/ opt / d- cache/ shar e/ j aval/ post gresql - 8. 1- 405. j dbc3. j ar into Tomcat
conmon/ | i b/ directory.

Inthefile. .. webapps/ web- dcache/ META- | NF/ cont ext . xm put your real database name,
database username and the password. Set its protection to 0600

[root] # chnpd 0600 ...webapps/web-dcache/ META- | NF/ cont ext . xni

Start Tomcat and wait for afew minutes

. Goto URL: http://lyour _server _nane:t ontat _port _numnber /Ips/plots/src/plots.zx

Configuration

There are three XML configuration files used by the application.

1

File. ../ web-dcache/ VEEB- | NF/ cl asses/ t abl eConfi g. xm containstherulesfor thetables
creation/update. It changes only if the dCache administrator wants to add more tables into the database
to work with. Here is the fragment of such file, which describes two SQL statements to create the table
named en_rd_daily and to update it.

Example 15.1. Fragment of t abl eConfi g. xm configuration file

<table id="en_rd_daily">
<creat e>
sel ect date(datestanp), count(*), sun(fullsize) as fullSize
into en_rd_daily from storageinfo
where action='restore' and errorcode=0 group by date(datestanp) order by date
</ create>
<updat e>
<query>
delete fromen_rd_daily where date between current_date-6 and current_date
</ query>
<query>
insert into en_rd_daily
sel ect date(datestanp), count(*), sum(fullsize) as fullSize
from st oragei nfo
wher e datestanp between current_date-6 and now() and action='restore' and errorcode=0
group by date(datestanp) order by date
</ query>
</ updat e>
</ tabl e>
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2. File. ../ web-dcache/ pl ot Confi g. xm containsthe set of commandsfor gnuplot program which
is used to build the images. It defines the table(s) where to get data from, what data to use, and the plot
format. Here is the fragment of such file, which describes plot named billing.cst.year, which uses the
data from the table cost_daily from the billing database for the current year, and build the plot with the
line and points on it.

Example 15.2. Fragment of pl ot Confi g. xm configuration file

<plot id="billing.cst.year">
<title>Transaction Cost</title>
<dat asource tabl e="cost _daily">
date between current_date-interval '1 year' and current_date ORDER BY date
</ dat asour ce>
<gnuset up>
<c>set xdata time</c>
<c>set timefnt ' %r-%m %' </c>
<c>set format x '%-%m %' </c>
<c>set x|l abel 'Date (Year-nonth-day)'</c>
<c>set ylabel 'Cost'</c>
<c>###set |ogscal e y</c>
<dataset title="Cost" src="cost_daily">
using {date}:{nmean} with linespoints w3 It 2
</ dat aset >
</ gnuset up>
</ pl ot >

3. File. ../l ps/plots/resources/pltnames. xm containsthe URLsfor thegenerated fileswith
the images and previews, which are shown on the web page. Here is the fragment of such file, which
describes plot set named Bytes read, which contains the plots for a year, a month, a week, aweek with
one hour interval, a day, and the corresponding thumbnail previews.

Example 15.3. Fragment of pl t nanes. xm configuration file

<pl ot >

Byt es read

<pi c>
<Year>http:../../../web-dcache/vi ewer ?nanme=bi | | i ng. brd. year. png</ Year >
<Mont h>http:../../../web-dcache/vi ewer ?nanme=bi | | i ng. brd. nont h. png</ Mont h>
<Week>http:../../../web-dcache/ vi ewer ?nanme=bi | | i ng. br d. week. png</ Week>
<Week-daily>http:../../../web-dcache/vi ewer ?name=bi | | i ng. br d. week- dai | y. png</ Week- dai | y>
<Day>http:../../../web-dcache/ vi ewer ?nanme=bi | | i ng. br d. day. png</ Day>

</ pi c>

<pre>
<Year>file:../../../web-dcache/vi ewer ?2name=bi | | i ng. brd. year. pre</ Year >
<Month>file:../../../web-dcache/vi ewer ?nane=bi | | i ng. brd. nont h. pre</ Mont h>
<Week>file:../../../web-dcache/vi ewer ?name=bi | | i ng. br d. week. pr e</ Week>
<Week-daily>file:../../../web-dcache/ vi ewer ?nanme=bi | | i ng. br d. week- dai | y. pre</ Wek-dai | y>
<Day>file:../../../web-dcache/vi ewer ?name=bi | | i ng. brd. day. pre</ Day>

</ pre>

</ pl ot >
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Chapter 16. ACLs in dCache

Irina Kozlova
Paul Millar

Starting with the 1.9.3 series, dCacheincludes support for Access Control Lists (ACLS). Thissupport iscon-
forming to the NFS version 4 Protocol specification [http://www.nfsv4-editor.org/draft-25/draft-ietf-nfsv4-
minorversion1-25.html].

This chapter provides some background information and details on configuring dCache to use ACLs and
how to administer the resulting system. Some additional information can be found on the wiki page: http://
trac.dcache.org/projects/dcache/wiki/I ntegrate.

Known limitations

At the time of writing, support for ACLs in dCache is not complete. The SRM component lacks
support for ACLs. The other dCache doors support ACLs on al operations.

Introduction

dCache alows control over namespace operations (e.g., creating new files and directories, deleting items,
renaming items) and data operations (reading data, writing data) using the standard Unix permission model.
In this model, files and directories have both owner and group-owner attributes and a set of permissions
that apply to the owner, permissions for users that are members of the group-owner group and permissions
for other users.

Although Unix permission model isflexible enough for many deployment scenariosthere are configurations
that either cannot configured easily or are impossible. To satisfy these more complex permission handling
dCache has support for ACL-based permission handling.

An Access Control List (ACL) isaset of rulesfor determining whether an end-user is allowed to undertake
some specific operation. Each ACL istied to a specific namespace entry: afile or directory. When an end-
user wishes to undertake some operation then the ACL for that namespace entry is checked to see if that
user is authorised. If the operation is to create a new file or directory then the ACL of the parent directory
is checked.

File- and directory- ACLs

Each ACL is associated with a specific file or directory in dCache. Although the general form is
the same whether the ACL is associated with a file or directory, some aspects of an ACL may
change. Because of this, we introduce the terms file-ACL and directory-ACL when taking about
ACLsassociated with afile or adirectory respectively. If theterm ACL isused then it refersto both
file-ACLsand directory-ACLs.

Each ACL contains alist of one or more Access Control Entries (ACEs). The ACEs describe how dCache
determines whether an end-user is authorised. Each ACE contains information about which group of end
usersit appliesto and describes whether this group is authorised for some subset of possible operations.
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The order of the ACEswithin an ACL issignificant. When checking whether an end-user is authorised each
ACE is checked in turn to see if it applies to the end-user and the requested operation. If it does then that
ACE determines whether that end-user is authorised. If not then the next ACE is checked. Thusan ACL can
have several ACEs and the first matched ACE “wins’.

One of the problemswith traditional Unix-based permission model isitsinflexible handling of newly created
files and directories. With transitional filesystems, the permissions that are set are under the control of the
user-process creating the file. The sysadmin has no direct control over the permissions that newly files or
directories will have. The ACL permission model solves this problem by allowing explicit configuration
using inheritance.

ACL inheritance is when a new file or directory is created with an ACL containing a set of ACEs from
the parent directory’s ACL. The inherited ACEs are specialy marked so that only those that are intended
will be inherited.

Inheritance only happens when anew file or directory is created. After creation, the ACL of the new file or
directory is completely decoupled from the parent directory’ s ACL: the ACL of the parent directory may be
altered without affecting the ACL of the new file or directory and visa versa.

Inheritance is optional. Within a directory’s ACL some ACEs may be inherited whilst others are not. New
filesor directorieswill receive only those ACEsthat are configured; the remaining ACEswill not be copied.

ACLs and permission handlers

dCache provides support for ACL sby introducing the concept of apermission handler. A permission handler
may be queried to determine if an end user is authorised for some file-based operation (namespace or data
transfer). A permission handler will supply one of three decisions: allow, deny and defer.

dCache operates with a chain (or ordered list) of permission handlers. When determining if an end user is
authorised for some operation the first permission handler in the chain is checked. If that permission handler
decides that the operation should be allowed or denied for that end user then dCache will authorise or deny
that user respectively. If the first permission handler defers then the next permission handler in the chain
isqueried.

If this second permission handler returns allow or denied the dCache will authorise or deny that user respec-
tively. If the second permission handler also defers then dCache will continue down the chain and query the
next permission handler. If the chainis exhausted then an “ awaysdeny” policy isused (TODO: isthistrue?).

The Uni xPer ni ssi onHandl er is an example permission handler. It provides the standard Unix per-
mission model and decides whether an end user is authorised based on file and directory ownership and
group-ownership and the set of permissions. This permission handler will always cometo adecision whether
an end user is authorised or not, so will never return a defer decision. Therefore any permission handler
placed in the chain after aUni xPer mi ssi onHandl er is superfluous.

The ACLPer mi ssi onHandl er isapermission handler that implements the NFS v4 ACL model. Users
and groups of users may be authorised for different operations. This is independent of afile and directory
ownership. With these ACL s how new filesand directoriesinherit permissionsis described explicitly. These
aspects will be described in detail later on in this chapter.
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By default dCache uses the Uni xPer mi ssi onHandl er . This provides backwards compatability with
older versions of dCache. To enable support for ACLs, the ACL configuration section in dCacheSet up
file must be configured as described in the section called “ permissionHandler”

Database configuration

dCache ACL support requires database tablesto store ACL and ACE information. Depending on the dCache
instance, this may require adjusting the database schema. This section describes the operations necessary
for Chimera- and pnf s-based dCache instances.

Chimera

If a site has migrated from pnf s to Chimera then the chimera database aready exists but the database
schema must be extended to support ACLs. Thisis achieved by running two SQL files:

[root] # psql chimera < /opt/d-cache/libexec/chimeralsql/addACLt oChi mer aDB. sql
[root] # psqgl chimera < /opt/d-cache/libexec/chimeral/sql/pgsql-procedures. sql

pnfs

If you are not going to migrate to Chimera and you want to use ACLs with pnf s then you must create a
database to store ACL data within. The following commands will create the database aclpnfs so it may be
used to store dCache ACL data.

[root] # createdb aclpnfs
[root] # psql aclpnfs < /opt/d-cache/libexec/chimeral/sql/create-dCacheACL. sql

dCache configuration

ThedCacheSet up file contains a number of settings that may be adjusted to configure dCache's permis-
sion settings. These settings are are described in this section.

permissionHandler

The perm ssionHandl er setting describes the Permisson Handler chain that dCache
will use. It contains a list of permisson handlers that will form the chan. Valid
permission handlers are di skCacheV11l1l. servi ces. acl . Uni xPer mi ssi onHandl er and
di skCacheV111. servi ces. acl . ACLPer ni ssi onHandl er. Not specifying a per m ssi on-
Handl er valueisequivaent to specifying the UnixPermissionHandler.

No spaces

Remember when writing per m ssi onHandl er optionsthat the value must beasingleline leav-
ing no space before and after the separating comma.
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Example 16.1. Only use Unix authorisation model

Thefollowing setting resultsin dCache using Only the Unix authorisation model. The decision about whether
an end user is authorised is based on file and directory ownership and group-ownership and on the file or
directory permissions:

per m ssi onHandl er =di skCacheV111. servi ces. acl . Uni xPer m ssi onHandl er

Example 16.2. Only ACL sauthorisation model

Only the NFS v4 ACL authorisation model is used:

per m ssi onHandl er =di skCacheV111. servi ces. acl . ACLPer m ssi onHandl er

Example 16.3. ACL sfirst, Unix as a fall-back

The ACL permissions are checked first. If ACLsdo not state whether an operation is allowed or denied then
Unix permissions are checked:

per m ssi onHandl er =di skCacheV111. servi ces. acl . ACLPer m ssi onHandl er,
di skCacheV111. services. acl . Uni xPer nmi ssi onHandl er

Database connection

Inthe ACL Conf i gur ati on section of thedCacheSet up file uncomment the variableacl ConnUr |
and replace the database name chimera in the URI with the name of the ACL database just created. If the
database is hosted by a remote PostGreSQL instance then the host part of the URI (I ocal host in the
default) must also be replaced.

If the databaseis aclpnfsand hosted by the PostgreSQL instanceon machinedb- ser ver . exanpl e. or g,
the correct configuration lineis

acl ConnUr | =j dbc: post gresql : // db- server. exanpl e. or g/ acl pnf s?pr epar eThr eshol d=3

Apply changesto all doors

The change must be applied to the dCacheSet up file on all doors. If the PostgreSQL instance
hosting the database is on the same machinethen | ocal host may be used.

Tip
Many sites can refer to anode using just the short name; for example, db- ser ver instead of db-
server . exanpl e. or g inthe above example.

ACL Administration

Altering dCache ACL behaviour is achieved by connecting to the acl admi n well-known cell using the
administrator interface. For further details about how to use the administrator interface, see the section called
“The Admin Interface”.
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Theinfo and help commands are available within acl admi n and fulfil their usual functions.

How to set ACLs

The setfacl command is used to set anew ACL. This command accepts arguments with the following form:
setfacl | DACE[ACE..]]

The | Dargument is either apnf s-ID or the absolute path of some file or directory in dCache. The setfacl
command requires one or more ACE arguments seperated by spaces.

The setfacl command createsanew ACL for thefile or directory represented by | D. Thisnew ACL replaces
any existing ACEsfor | D.

An ACL has one or more ACEs. Each ACE defines permissions to access this resource for some Subject.

The ACEs are space-separated and the ordering is significant. The format and description of these ACE
values are described below.

Description of the ACE structure.

The ACE arguments to the setfacl command have a specific format. This format is described below in Ex-
tended Backus-Naur Form (EBNF).

[1] ACE: : = Subject " Access |
Subject "' Access "' Inheritance
[2] Subject: : ='USER:" UserID |
'GROUP:" GrouplD |
'OWNER@' |
'GROUP@' |
'EVERYONE@' |
'ANONYMOUS@' |
'AUTHENTICATED@"
[3] Access: : ="+ Mask |
"' Mask
[4] Mask : : = Mask Maskitem |
Maskltem
[5] Maskltem: : ='r'|'l'|'w'|'f'|'s'|'a|'n"|'N'|'X"|'d'|'D'|'t"|'T"|'c'|'C'|'0'
[6] Inheritance: : = Inheritance Flag |
Flag
[7] Flag: : ="f"|'d |'0
[8] UserlD: : =INTEGER
[9] GrouplD: : =INTEGER

The various options are described below.

The Subject

The Subject defines to which user or group of users the ACE will apply. It acts as afilter so that only those
users that match the Subject will have their access rights affected.
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Asindicated by the EBNF above, the Subject of an ACE can take one of several forms. These are described
below:

USER: i d The USER: prefix indicates that the ACE applies only to the specific end-user: the
dCache user with ID i d. For example, USER: 0: +wis an ACE that allows user 0
to write over afile’ s existing data.

GROUP: i d The GROUP: prefix indicates that the ACE applies only to those end-users who
are a member of the specific group: the dCache group with ID i d. For example,
GROUP: 20: +a is an ACE that allows any user who is a member of group 20 to
append data to the end of afile.

ONNER@ The OANER@subject indicates that the ACE applies only to whichever end-user
ownsthefileor directory. For example, ONNER@ +d isan ACE that allowsthefile's
or directory’s owner to delete it.

GROUP@ The GROUP@subject indicates that the ACE applies only to all users that are mem-
bers of the group-owner of the file or directory. For example, GROUP@ +| is an
ACE that allows any user that isin a directory’s group-owner to list the directory’s
contents.

EVERYONE@ The EVERYONE@subject indicates that the ACE applies to all users. For example,
EVERYONE@ +r isan ACE that makes afile world-readable.

ANONYMOUS@ The ANONYMOUS@Subject indicates that the ACE appliesto al users who have not
authenticated themselves. For example, ANONYMOUS@ - | isan ACE that prevents
unauthenticated users from listing the contents of a directory.

AUTHENTI CATED@ The AUTHENTI CATED@Subject indicates that an ACE appliesto al authenticated
users. For example, AUTHENTI CATED@ +r is an ACE that allows any authenti-
cated user to read afile's contents.

Authenticated or anonymous

An end user of dCacheis either authenticated or is unauthenticated, but never both. Because of this,
an end user operation will either match ACEs with ANONYMOUS@Subjects or AUTHENTI CATED@
Subjects but the request will never match both at the same time.

Access mask

Access (defined in the ACE EBNF above) describeswhat kind of operations are being described by the ACE
and whether the ACE is granting permission or denying it.

An individual ACE can either grant permissions or deny them, but never both. However, an ACL may
be composed of any mixture of authorising- and denying- ACEs. The first character of Access describes
whether the ACE is authorising or denying.

If Access begins with a plus symbol (+) then the ACE authorises the Subject some operations. The ACE
EVERYONE@ +r authorises all usersto read afile since the Access beginswith a +.

If the Access begins with a minus symbol (- ) then the ACE denies the Subject some operations. The ACE
EVERYONE@ - r prevents any user from reading afile since the Access beginswith a- .
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The first character of Access must be + or - , no other possibility is alowed. Theinitial + or - of Accessis
followed by one or more operation letters. These letters form the ACE’ s access mask (Mask in ACE EBNF
above).

The access mask describes which operations may be allowed or denied by the ACE. Each type of operation
has a corresponding letter; for example, obtaining a directory listing has a corresponding letter | . If auser
attempts an operation of atype corresponding to aletter present in the access mask then the ACE may affect
whether the operation is authorised. If the corresponding letter is absent from the access mask then the ACE
will be ignored for this operation.

The following table describes the access mask |etters and the corresponding operations:
File- and directory- specific operations

Some operations and, correspondingly, some access mask | etters only make sensefor ACL sattached
to certain types of items. Some operations only apply to directories, some operations are only for
files and some operations apply to both files and directories.

When configuring an ACL, if an ACE hasan operation letter in the access mask that is not applicable
to whatever the ACL is associated with then the letter is converted to an equivalent. For example,
if I (list directory) is in the access mask of an ACE that is part of afile-ACL then it is converted
to r . These mappings are described in the following table.

r reading datafrom afile. Specifying r in an ACE'saccess mask controls whether end-users are allowed
toread afile's contents. If the ACE is part of adirectory-ACL then the letter isconvertedto | .

| listing the contents of adirectory. Specifying|l inan ACE’saccess mask controls whether end-users are
allowed to list adirectory’ s contents. If the ACE is part of afile-ACL then the letter is convertedtor .

w overwriting afile' sexisting contents. Specifying win an ACE’ s access mask controls whether end-users
are alowed to write data anywhere within the file’'s current offset range. This includes the ability to
write to any arbitrary offset and, as aresult, to grow thefile. If the ACE is part of adirectory-ACL then
the letter is converted tof .

f creating anew filewithin adirectory. Specifyingf inan ACE’saccess mask controls whether end-users
are allowed to create anew file. If the ACE is part of an file-ACL then then the letter is converted to w.

s creating a subdirectory within a directory. Specifying s in an ACE's access mask controls whether
end-users are allowed to create new subdirectories. If the ACE is part of afileeACL then the letter is
converted to a.

a appending data to the end of afile. Specifying a in an ACE’s access mask controls whether end-users
are allowed to add data to the end of afile. If the ACE is part of a directory-ACL then the letter is
convertedtos.

n reading attributes. Specifying n in an ACE’s access mask controls whether end-users are allowed to
read attributes. This letter may be specified in ACEs that are part of afile-ACL and those that are part
of adirectory-ACL.

N write attributes. Specifying Nin an ACE’s access mask controls whether end-users are allowed to write
attributes. This letter may be specified in ACEs that are part of afile-ACL and those that are part of
adirectory-ACL.
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executing afile or entering a directory. x may be specified in an ACE that is part of afile-ACL or a
directory-ACL; however, the operation that is authorised will be different.

Specifying x in an ACEs access mask that is part of afile-ACL will control whether end users matching
the ACE Subject are allowed to execute that file.

Specifying x in an ACESs access mask that is part of a directory-ACL will control whether end users
matching ACE Subject are allowed to search adirectory for anamed file or subdirectory. This operation
is needed for end users to change their current working directory.

deleting a namespace entry. Specifying d in an ACE’s access mask controls whether end-users are al-
lowed to delete the file or directory the ACL is attached. The end user must be also authorised for the
parent directory (see D).

deleting achild of adirectory. Specifying Din the access mask of an ACE that is part of adirectory-ACL
controls whether end-users are allowed to delete items within that directory. The end user must be also
authorised for the existing item (see d).

reading basic attributes. Specifying t in the access mask of an ACE controls whether end users are
allowed to read basic (i.e., non-ACL) attributes of that item.

altering basic attributes. Specifying T in an ACE’ s access mask controls whether end users are allowed
to alter timestamps of the item the ACE's ACL is attached.

reading ACL information. Specifying ¢ inan ACE’ saccess mask controlswhether end usersare alowed
to read the ACL information of the item to which the ACE’'s ACL is attached.

writing ACL information. Specifying Cin an ACE’ saccess mask controlswhether end users are allowed
to update ACL information of the item to which the ACE’'s ACL is attached.

altering owner and owner-group information. Specifying o controls whether end users are allowed to
change ownership information of the item to which the ACE’'s ACL is attached.

ACL inheritance

To enable ACL inheritance, the optional inheritance flags must be defined. Theflagisalist of letters. There
are three possible |etters that may be included and the order doesn’t matter.

Chimeraonly

Note that inheritance is only available with Chimera. When using ACLs with pnf s, there is no
inheritance of ACEs on the newly created objects (files or directories).

To provide asimilar functionality for apnf s-based dCache instance, the system administrator will
have to set ACLs on the newly created objects external to dCache, either manually or by writing
ascript.

ACE Inheritance Flags

f

This inheritance flag only affects those ACEs that form part of an directory-ACL. If the ACE is part of
afile-ACL then specifying f has no effect.
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If afileis created in adirectory with an ACE with f in inheritance flags then the ACE is copied to the
newly created file' sACL. This ACE copy will not havethef inheritance flag.

Specifying f in an ACE's inheritance flags does not affect whether this ACE is inherited by a newly
created subdirectory. See d for more details.

d Thisinheritance flag only affect those ACEs that form part of an directory-ACL. If the ACE is part of
afile-ACL then specifying d has no effect.

Specifying d in an ACE’s inheritance flags does not affect whether this ACE is inherited by a newly
created file. Seef for more details.

If a subdirectory is created in a directory with an ACE with d in the ACE’s inheritance flag then the
ACE iscopied to the newly created subdirectory’sACL. This ACE copy will havethed inheritanceflag
specified. If thef inheritance flag is specified then this, too, will be copied.

0 Theo flag may only be used when the ACE also hasthef , d or both f and d inheritance flags.

Specifying o in the inheritance flag will suppress the ACE. No user operations will be authorised or
denied as aresult of such an ACE.

When afile or directory inherits from an ACE with o in the inheritance flags then the o is not present
in the newly created file or directory’s ACE. Since the newly created file or directory will not have the
0 init'sinheritance flags the ACE will take effect.

An o in the inheritance flag allows child files or directories to inherit authorisation behaviour that is
different from the parent directory.

Examples

This section gives some specific examples of how to set ACL s to achieve some specific behaviour.

Example 16.4. ACL allowing specific user to deletefilesin a directory

This example demonstrates how to configure a directory-ACL so user 3750 can delete any file within the
directory / pnf s/ exanpl e. or g/ dat a/ exanpl eDi r.

(acl admin) admn > setfacl /pnfs/exanple.org/datal/exanpl eDir EVERYONE@ +I USER: 3750: D
(...line continues...) USER: 3750: +d: of

(acladmin) adm n > setfacl /pnfs/exanple.org/data/exanpleDir/existingFilel
(...line continues...) USER: 3750: +d: f

(acl admin) adm n > setfacl /pnfs/exanple.org/datal/exanpl eDir/existingFile2
(...line continues...) USER: 3750: +d: f

Thefirst command createsan ACL for thedirectory. ThisACL hasthree ACEs. Thefirst ACE allowsanyone
to list the contents of the directory. The second ACE allows user 3750 to delete content within the directory
in general. The third ACE isinherited by al newly created files and specifies that user 3750 is authorised
to delete the file independent of that file's ownership.

The second and third commands creates an ACL for files that already exists within the directory. Since
ACL inheritance only applies to newly created files or directories, any existing files must have an ACL
explicitly set.
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Example 16.5. ACL todeny a group

The following example demonstrates authorising all end users to list a directory. Members of group 1000
can also create subdirectories. However, any member of group 2000 can do neither.

(acl admin) admin > setfacl /pnfs/exanple. org/datal/exanpl eDir GROUP: 2000: - sl
(...line continues...) EVERYONE@ +I GROUP: 1000: +s

The first ACE denies any member of group 2000 the ability to create subdirectories or list the directory
contents. Asthis ACE isfirst, it takes precedence over other ACEs.

The second ACE allows everyone to list the directory’s content. If an end user who is a member of group
2000 attempts to list a directory then their request will match the first ACE so will be denied. End users
attempting to list a directory that are not a member of group 2000 will not match the first ACE but will
match the second ACE and will be authorised.

The final ACE authorises members of group 1000 to create subdirectories. If an end user who is a member
of group 1000 and group 2000 attempts to create a subdirectory then their request will match the first ACE
and be denied.

Example 16.6. ACL to allow a user to delete all filesand subdirectories

Thisexampleisan extension to Example 16.4, “ ACL allowing specific user to deletefilesinadirectory”. The
previous example allowed deletion of the contents of a directory but not the contents of any subdirectories.
This example allows user 3750 to delete all files and subdirectories within the directory.

(acladmin) admn > setfacl /pnfs/exanple.org/datal/exanpl ebDir USER 3750: +D: d
(...line continues...) USER: 3750: +d: odf

Thefirst ACE isUSER: 3750: +D: d. This authorises user 3750 to delete any contents of directory / pn-
f s/ exanpl e. or g/ dat a/ exanpl eDi r that has an ACL authorising them with d operation.

The first ACE also contains the inheritance flag d so newly created subdirectories will inherit this ACE.
Sincetheinherited ACE will also contain the d inheritance flag, this ACE will be copied to all subdirectories
when they are created.

The second ACE is USER: 3750: +d: odf . The ACE authorises user 3750 to delete whichever item the
ACL containing this ACE isassociated with. However, sincethe ACE containsthe o in theinheritanceflags,
user 3750 is not authorised to delete the directory / pnf s/ exanpl e. or g/ dat a/ exanpl eDi r

Sincethe second ACE hasboththed andf inheritanceflags, it will beinherited by all filesand subdirectories
of / pnf s/ exanpl e. or g/ dat a/ exanpl eDi r, but without the o flag. This authorises user 3750 to
delete these items.

Subdirectories (and files) will inherit the second ACE with bothd and f inheritance flags. Thisimplies that
all files and sub-subdirectieswithin asubdirectory of / pnf s/ exanpl e. or g/ dat a/ exanpl eDi r will
also inherit this ACE, so will also be deletable by user 3750.

Viewing configured ACLs

The getfacl is used to obtain the current ACL for some item in dCache namespace. It takes the following
arguments.
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getfacl [pnfsld]|[gl obal Pat h]

The getfacl command fetches the ACL information of a namespace item (afile or directory). The item may
be specified by its pnf s-ID or its absol ute path.

Example 16.7. Obtain ACL information by absolute path

(acl adnmin) adm n > getfacl /pnfs/exanple. org/datal/exanplebDir

ACL: rsld = OO004EEFE7E59A3441198E7EB744B0D8BA54, rsType = DIR

order = 0, type = A accessMsk = | fsD, who = USER, whol D = 12457

order = 1, type A flags = f, accessMsk = | fd, who = USER, whol D = 87552
In extra format:

USER: 12457: +| f sD

USER: 87552: +| fd: f

Theinformation is provided twice. Thefirst part gives detailed information about the ACL. The second part,
afterthel n extra fornmat: heading, providesalist of ACEsthat may be used when updating the ACL
using the setfacl command.
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Chapter 17. GLUE info provider

This chapter describes how to configure the GLUE information provider supplied with dCache so it provides
the correct information. This is necessary so that WLCG infrastructure (such as FTS) and clients using
WLCG tools can correctly use the dCache instance.

The processis designed to be the minimum overhead so it can easily be performed manually; however, you
may choose to use an automatic configuration tool, such as YAIM.

Warning

Please be aware that changing information provider may result in a brief interruption to published
information. This may have an adverse affect on client software that make use of this information.

Ensuring dCache information is available

Makesurethat boththeht t pd andi nf o servicesarerunning; both are required for publishing information.
By default, thei nf o serviceisstarted asan admin-node responsibility; but it is possible to configure dCache
so it runs on a different node. Y ou should run only one info service per dCache instance.

Thei nf o serviceisnot thei nf oPr ovi der service

The info-provider needs accurate, up-to-date information about a dCache instance so it can publish
correct values. A component of dCache, rather confusingly also called i nf oPr ovi der, used to
provide this up-to-date information. By default, thei nf oPr ovi der would runinits own domain
(i nf oPr ovi der Domai n) and could be started and stopped like any other domain.

The job of collecting accurate, up-to-date information is now handled by the i nf o service. This
is completely independent of the i nf oPr ovi der service, so the latter is no longer needed and
may be switched off.

For more details please see the section called “ Decommissioning the old info provider”.
If necessary, you may start the info service manually:

[root] # /opt/d-cache/bin/dcache start infoDomain
Starting infoDomain done

Y ou can check which services are running on the local hode using the status command:

[root] # /opt/d-cache/bin/dcache status

Donai n St at us PI D
dCacheDomai n runni ng 30582
di r Donai n runni ng 30625
adm nDoor Domai n runni ng 30667
htt pdDomai n runni ng 30711
utilityDomain runni ng 30760
gPl azma- dcache- host Donai n runni ng 30844
namespaceDomai n runni ng 30921
dcache- host Donai n runni ng 30971
i nf oDonai n runni ng 15530
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Output may look different

One feature of dCache is that domains may be run on different nodes. Because of this, the list of
domains running on the node running thei nf o service may be different.

Y ou can also verify both services (ht t pd and i nf o) are running with the following wget command. This
command assumes that you run it on the node that has the ht t pd service (by default, the admin node). If
may run the command on any node by replacing | ocal host with the hostname of the node running the
ht t pd service.

The following example shows the output when thei nf o service is running correctly

[root] # wget -QO'dev/null http://1ocal host:2288/info
--17:57:38-- http://local host:2288/info

Resol ving local host... 127.0.0.1
Connecting to | ocal host|127.0.0. 1] :2288... connected.
HTTP request sent, awaiting response... 200 Docunent follows

Length: 372962 (364K) [application/xn]
Saving to: “/dev/null'

100%
===>] 372,962 --.-K's in 0.001s

17:57:38 (346 MB/s) - “/dev/null' saved [372962/372962]

If theht t pd serviceisn't running then the command will generate the following output:

[root] # wget -Q'dev/null http://1ocal host:2288/info
--10:05:35-- http://1ocal host:2288/info
=> "/dev/nul "’
Resol ving | ocal host... 127.0.0.1
Connecting to | ocal host|127.0.0.1|:2288... failed: Connection refused.

To fix the problem, start the ht t pd service with the following command on the appropriate dCache node.

[root] # /opt/d-cache/bin/dcache start httpdDomain
Starting httpdDonmai n done

If running the wget command gives the following output:

[root] # wget -O'dev/null http://1ocal host:2288/info
--10:03:13-- http://1ocal host:2288/info
=> "/dev/null"’

Resol ving local host... 127.0.0.1

Connecting to |ocal host|127.0.0.1|:2288... connected.

HTTP request sent, awaiting response... 503 Unable to contact the info cell. P
ease ensure the info cell is running.

10: 03: 13 ERROR 503: Unable to contact the info cell. Please ensure the info cel
I is running..

thenthei nf o serviceis not running. Instructions for starting thei nf o service are given above.

Configuring the info provider

Inthedirectory / opt / d- cache/ et ¢ youwill find atemplatefilegl ue- 1. 3. xmi . t enpl at e. Copy
thisfileasgl ue- 1. 3. xm in the same directory.
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Edit gl ue- 1. 3. xm with your favourite text editor.

The file is split into two parts. The first part contains the configuration that a site will typically need to
configure. Most sites may leave the second part alone. The two parts are separated by the comment:

<l--+

| YOU SHOULD NOT NEED TO EDI T ANYTHI NG BELOW THI S PO NT.
o>

Take care when editing the file! After changing the contents, the file must remain valid, well-formed XML.
In particular, be very careful not to add a less-than symbol (<) that isn’t part of an XML element, or an
ampersand symbol (&) that isn’t part of an entity markup. If you wish to either symbol you must use the
marked-up version: & t ; and &anp; respectively. For example:

<constant id="SE-NAME">Si npl e &np; small dCache instance for small VOs
(typically & t; 20 users)</constant>

Asafurther hint, you should only edit text between two elements or add more elements (for lists and map-
pings). Y ou should never ater the text inside double-quote marks. For example, with the following element
definition:

<constant id="SI TE- UNI QUE- | D' >EXAMPLESI TE- | D</ const ant >

you should review the contents between the elements (EXAMPLESI TE- | D) and edit the contents accord-
ingly. Y ou should never edit the SI TE- UNI QUE- | Dasitisin double-quote marks. A valid, edited valueis:

<constant id="SI TE- UNl QUE- | D' >DESY- HH</ const ant >

Testing the info provider

Once you have configured gl ue- 1. 3. xm to reflect your site’s configuration, you may test that the info
provider produces meaningful results.

Run the info-provider script should produce GLUE information in LDIF format; for example:

[root] # /opt/d-cache/libexec/infoProvider/info-based-infoProvider.sh

H*

LDl F generated by Xyl ophone v0.1

#
#
# XSLT processing using libxslt 1.0 (http://xm soft.org/ XSLT/)
#

dn: d ueSEUni quel D=dcache- host . exanpl e. or g, nds- vo- name=r esour ce, o=gri d
obj ect C ass: G ueSETop
obj ect d ass: G ueSE
obj ect O ass: d ueKey
obj ect d ass: G ueSchenaVer si on
G ueSESt at us: Production
d ueSEUNi quel D:  dcache- host . exanpl e. org
d ueSEArchi tecture: nul tidisk
G ueSEl npl enent ati onNane: dcache
Many similar lines follow
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The actual values you see will be site-specific and depend on the contents of thegl ue- 1. 3. xm fileand
your dCache configuration.

To verify that there are no problems, redirect standard-out to/ dev/ nul | to show only the error messages:

[root] # /opt/d-cache/libexec/infoProvider/info-based-infoProvider.sh >/ dev/nul

If you see two error messages, which may be repeated several times, of the form:

[root] # /opt/d-cache/libexec/infoProvider/info-based-infoProvider.sh >/dev/nul
error : Operation in progress
warning: failed to |oad external entity "http://local host:2288/i nfo"

then it is likely that either the ht t pd or i nf o service have not been started. Use the above wget test to
check that both servicesarerunning. Y ou can al so see which services are available by running the command:
dcache st at us.

Decommissioning the old info provider

Sitesthat were previously using the old (Java-based) info provider should ensure that they nolonger using it.
Thisis because, if so configured, GIP will obtain information from both the (new) info-based info provider
and the Java-based info provider and attempt to merge the results. This will likely lead to a confusing de-
scription of dCache, which may prevent clients from working correctly.

The Java-based info provider has two configuration files and a symbolic link within GIP. They are:
e Thefile/opt/Icg/var/gip/ldif/lcg-info-static-SE Idif,
e Thefile:/opt/Icg/var/gip/ldif/lcg-info-static-dSE.Idif,

e Thesymboliclink/ opt/ glite/etc/gip/plugin,whichpointsto/ opt/ d- cache/j obs/i n-
f oDynam cSE- pl ugi n- dcache.

The two files (I cg-info-static-SE.I1dif and I cg-info-static-dSE.I1dif) may ap-
pear within a different directory if the static_dir variable is configured. You will find the
stati c_dir variablein one of two configuration files: either / opt/ gl ite/etc/ gip/glite-in-
fo-generic.conf or/opt/lcg/etc/lcg-info-generic.conf.

Delete the above three entries: | cg-i nfo-static-SE. 1 dif,lcg-info-static-dSE. |dif and
the pl ugi n symboalic link.

The directory defined inthest ati c¢_di r variable (/ opt /1 cg/ var/ gi p/ | di f by default) may con-
tain other static LDIF entriesthat arerelicsof previousinfo-providers. These may havefilenameslikest at -
ic-file-SE. Idif.

Delete any such filesthat contain information about dCache. All LDIF information now comes directly from
the info-provider and there should be no static LDIF files.

The i nf oPr ovi der component of dCache, usualy running in its own domain (i nf oPr ovi der Do-
mai n), collectsinformation for the infoDynamicSE-plugin-dcache program. Since this program is now ob-
soletethei nf oPr ovi der Dormai n should be switched off. This may be achieved with the dcache script:
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[root] # /opt/d-cache/bin/dcache stop infoProvi derDomai n
St oppi ng i nf oProvi der Domai n ( pi d=15528) 0 done

You can confirm that thei nf oPr ovi der Donmai n domain is no longer running by querying the current
status of the components:

[root] # /opt/d-cache/bin/dcache status | grep ”infoProvider
i nf oProvi der Domai n st opped /var/1og/infoProvi der Domai n. | og

To prevent dCache from starting the i nf oPr ovi der Domai n domain when the machine next reboots,
you should edit / opt / d- cache/ et ¢/ node_confi g and ensure that the i nf oPr ovi der optionis
configured to no. You can verify that i nf oPr ovi der Domai n is no longer listed as a service with the
following command:

[root] # /opt/d-cachel/bin/dcache services | grep “infoProvider

Y ou should see no output from running the command.

Publishing information from the in-
fo-provider

By default BDII obtainsfresh information by querying GIP. To allow BDI| to obtain the GLUE information,
you must tell GIP where to find this information. This is achieved by either copying the above script into
thedirectory / opt / gl i t e/ et c/ gi p/ provi der/

[root] # cp /opt/d-cache/libexec/infoProvider/info-based-infoProvider.sh \
lopt/glitel/etc/gipl/provider/

or by symbolically linking the script in there:

[root] # In -s /opt/d-cache/libexec/infoProvider/info-based-infoProvider.sh
/opt/gliteletc/gip/provider/

If GIP (available inthe gl i t e-i nf 0- generi ¢ RPM package) and BDII are installed, and the BDII
daemons are running, then you will see the information appear in BDII after a short delay; by default, this
is 60 seconds.

Y ou can verify the information is present with the query:

[root] # |dapsearch -LLL -x -H Idap://dcache-host: 2170 \
-b o=grid

dn: o=grid

obj ect O ass: organization

o: grid

dn: Mls- Vo- nane=l ocal , o=gri d

obj ect O ass: Mls

Mis- Vo- nane: | ocal

dn: Mls- Vo- nane=r esour ce, o=gri d
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obj ect C ass: Mls
Mis- Vo- name: resource

dn: d ueSEUni quel D=dcache- host . exanpl e. or g, Mis- Vo- nane=r esour ce, o=gri d
G ueSESt at us: Production

obj ect d ass: G ueSETop

obj ect d ass: d ueSE

obj ect d ass: G ueKey

obj ect d ass: @ ueSchenmVer si on

G ueSETot al Near | i neSi ze: 2000

G ueSEArchitecture: tape

G ueSENane: SRM DEVEL

d ueSchemaVer si onM nor: 3

G ueSEUsedNear | i neSi ze: 0

A ueChunkKey: @ ueSEUni quel D=dcache- host . exanpl e. org
G ueForei gnKey: d ueSiteUni quel D=EXAMPLE- SI TE

A ueSchemaVer si onMaj or: 1

G ueSEl npl enent ati onNane: dCache

A ueSEUNi quel D: dcache- host . exanpl e. org

G ueSETot al Onl i neSi ze: 4832

G ueSESi zeTot al : 4832

G ueSESi zeFree: 4832

G ueSEUsedOnl i neSi ze: 0

G ueSEl npl enent ati onVersion: 1.9.5-16 (ns=Chinera)

dn: d ueSALocal | D=t ape- at | as, G ueSEUni quel D=dcache- host . exanpl e. or g, Mis- Vo- nane=r eso
urce, o=grid

G ueSATot al Near | i neSi ze: 1000

obj ect d ass: d ueSATop

obj ect d ass: G ueSA

obj ect d ass: d ueSAAccessControl Base

obj ect d ass: G ueSAState

obj ect d ass: d ueSchenaVer si on

obj ect d ass: G ueKey

G ueSAExpi rati onMode: never Expire

G ueChunkKey: G ueSEUNIi quel D=dcache- host . exanpl e. org

G ueSAReservedOnl i neSi ze: 0

G ueSACapabi lity: InstalledOnlineCapacity=0

QJ ueSACapabi lity: InstalledNearlineCapacity=1000

G ueSchenaVer si onM nor: 3

G ueSAUsedNear | i neSi ze: 0

G ueSANane: Tapes for ATLAS

G ueSAUsedOnl i neSi ze: 0

G ueSAFreeOnl i neSize: 0

G ueSAFr eeNear | i neSi ze: 1000

G ueSAReservedNear | i neSi ze: 1000

G ueSchemaVer si onMajor: 1

G ueSAAccessControl BaseRul e: VO atl as

G ueSALocal | D: tape-atlas

There are likely many further objects defined. These
objects have been omitted for brevity.

Don’t usel ocal host

It'stempting to usel ocal host asthe hosthamein the ldapsear ch command above. Unfortunate-
ly, for someversions of BDII thiswill not work. Recent versions of BDII bind to the ethernet device
(e.g., eth0). Typically,| ocal host isassociated with theloopback device (10), so the LDAP server
part of BDII will not hear the connection request and the query will fail.

Y ou should be able to compare this output with the output from running the info-provider script manually.
If the info-provider output includes LDAP objects that are absent in the BDII output then thereisaproblem
somewhere. The BDII log file will likely explain why this object was not accepted; for example, due to a
badly formatted attribute.
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Unfortunately, the order of the LDAP abjects and the order of the attributes within the object (other than
the distinguished name, DN, which must be first) are not required to be in any particular order. Because of
this one cannot use the diff command to ook for changes.

Updating information

Theinformation contained withinthei nf o service may take ashort time to achieve acomplete overview of
dCache’'s state. For certain gathered information it may take a few minutes before the information stabilis-
es. This delay is intentional and prevents the gathering of information from adversely affecting dCache’s
performance.

The information presented by the LDAP server is updated, by BDII, periodically by requesting fresh infor-
mation from the info-provider. The info-provider obtains this information by requesting dCache's current
status from i nf o service. By default, BDII will query the info-provider every 60 seconds. This will intro-
duce an additional delay between a change in dCache’ s state and that information propagating.

A few pieces of information are hard-coded within the gl ue- 1. 3. xmi file; that is, you will need to edit
this file before the published value(s) will change. These values are ones that typically a site-admin must
choose independently of dCache’s current operations.

Troubleshooting BDII problems

The BDII log files may show entries like:

==> sl apadd: coul d not parse entry (line=26)

Error nearby dn:

d ueVA nfolocal | D=at | [...], o=grid ==>

str2entry: invalid value for attributeType d ueSATot al Onl i neSi ze #0
(syntax 1.3.6.1.4.1.1466.115. 121. 1. 27)

This kind of problem comes when BDII is attempting to inject new information into the OpenLDAP
server. This server is regjecting some of that information because it is badly formatted. In this example,
1.3.6.1.4.1.1466. 115. 121. 1. 27 isLDAP-speak for “aninteger number”. The offending attribute
has avalue of #0, which isn't an integer number asit starts with the hash symbol (#).

Thenear by dn description of the report should be ignored. It is unclear how OpenLDAP decides which
object is“nearby”, but it’s usually inaccurate. Instead, the important piece of information is the line number
(I'i ne=26 in above). BDII injects fresh information into the OpenLDAP server from afile and the line
number mentioned in the error message is from thisfile.

The following two sections describe how to locate the injection file for BDII v4 and v5. In those sections,
when mentioning file locations, the default location has been included in parentheses. Since many sites
deploy BDII with minimal changes the default locations are likely correct.

Locating BDII v4 injection LDIF files

The default locationis/ opt / bdi i / var/ cache/ 1/ A P. | di f

Thefile/ opt / bdi i / et c/ bdii.conf containsvarious configuration optionsfor BDII; for example, if
thisfilehasthelineBDI | _DI R=/ opt / bdi i then BDI | _DI Rwill takethevalue/ opt/ bdi i .
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The file BDI I _DI R/ et c/ bdii-update.conf (/opt/bdii/etc/bdii-update.conf) con-
tainsalist describing methodsfor obtaining L DIF information. When updating the contents of aserver, BDI|
will obtain LDIF information from each source and attempt to inject the data into the OpenLDAP server.
Thebdi i - updat e. conf filewill likely contain asingle line:

G P file:///opt/glite/libexec/glite-info-wapper

Each linein bdi i - updat e. conf hastwo parts. The second part is a URI describing how to obtain the
data. If the URI startsfi | e: // (asin the above example) then the file is executed and the LDIF is taken
from the standard-output of the process. The first part (G P in above example) is used to specify the file-
namefor thecombined output (G P. | di f)withintheBDI | _VAR DI R/ cache directory (/ opt / bdi i /
var / cache) hierarchy.

The output from the various sources (asdefined inthebdi i - updat e. conf file) are stored asfileswithin
the BDI | _VAR DI R/ cache/ 0O directory (/ opt / bdi i / var/ cache/ 0). After fresh data is injected,
the cache directories are advanced one place, so the directory cache/ 0 becomes cache/ 1, directory
cache/ 1 becomes cache/ 2, and so on. The result is that, after injecting, the LDIF output will be in
directory BDI I VAR DI R/ cache/ 1 (/ opt/ bdii/var/cache/ 1) and will be contained within the
file@ P. 1 dif.

Locating BDII v5 injection LDIF files

The default locationis/ var/ bdii /ol d. | dif

Aswith BDII v4, thefile/ opt / bdi i / et ¢/ bdi i . conf contains configuration, such asin which direc-
tories information will be stored.

The update process in BDII v5 is different from v4, so the generated files are different. With v5, BDII
maintains knowledge of the current state of the LDAP server inthefile BDI | _VAR DI R/ ol d. | di f (/
var/ bdii/ ol d. I dif).Itusesthisinformation to generate adescription of how to modify thelocal BDI|
server (by adding, removing and modifying attributes and objects as necessary).

Once the injection LDIF file is located, the line number may be used to discover which object is causing
the problem, so enabling further investigation.
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Irina Kozlova

Initially dCache has been designed to be a disk cache in front of a Tape Storage System, moving files onto
the tape-backend and restoring them when needed. Those operations are handled transparently to the user.
The downside of this approach isthat asimpleread of afile, not being on disk, automatically triggers atape
operation. As tape operations are expensive and may interfere with storing raw data, coming from the Tier
0, thisfeature had to be reviewed. Asaresult, it has been agreed with the experiments that only a production
user should be allowed to trigger such atape operation. dCache is now implementing afirst version of such
a protective mechanism.

A dCache system administrator may specify alist of DNs/FQANSs which are allowed to trigger tape read
accesses for files not being available on disk. Users, requesting tape-only files, and not being on that white
list, will receive a permission error and no tape operation is launched. In 1.9.5-20 release, stage protection
can be enhanced to allow authorization specific to a dCache storage group. The additional configuration
parameter is optional alowing the stage protection to be backwards compatible when stage authorization
is not specific to a storage group.

Configuration of Stage Protection

In the 1.9.4 series, stage protection had to be configured in every door and in the Pi nManager . Starting
with the 1.9.5 series, stage protection can optionally be configured in the Pool Manager rather than on
the doors and Pi nManager . Thusthe white list needs to be present on a single node only. To enable this,
define the following parameter in conf i g/ dCacheSet up:

st agePol i cyEnf or cenent Poi nt =Pool Manager

The file name of the white list must be configured by setting the st ageConfi gur ati onFi | ePat h
parameter inconf i g/ dCacheSet up:

st ageConfi gurati onFi |l ePat h=${ our HomeDi r }/ confi g/ St ageConf i gur ati on. conf

The parameter only needs to be defined on the nodes which enforce the stage protection; i.e., either on the
doorsand Pi nManager , or in Pool Manager .

Definition of the White List

The Stage Configuration File will contain a white list. Each line of the white list may contain one or two
regular expressions enclosed in double quotes. Thefirst regular expression matches the DN, and the second
matches the FQAN :

"DN" ["FQAN']
Lines starting with a hash symbol # are discarded as comments.

The regular expression syntax follows the syntax defined for the Java Pattern class [http://java.sun.com/
javase/6/docs/api/javalutil/regex/Pattern.html].
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Stage Protection

Here are some examples of the White List Records for the 1.9.5 series:

".*" "[atlas/ Rol e=production"
"| C=DE/ O=DESY/ CN=Kermi t the frog"
"| C=DE/ O=DESY/ CN=Beaker" "/ desy"

"/ OC=CermanGrid/ . *" "/desy/Rol e=. *"

This example authorizes a number of different groups of users:
e Any user withthe FQAN / at | as/ Rol e=pr oducti on.

e Theuser withtheDN/ C=DE/ O=DESY/ CN=Ker ni t t he f r og, irrespective of which VOMS groups
he belongs to.

» The user with the DN / C=DE/ O=DESY/ CN=Beaker but only if he is also identified as a member of
VO desy (FQAN/ desy)

» Any user with DN and FQAN that match/ O=Ger manGri d/ . * and/ at | as/ Rol e=. * respectively.

With the plain dCap protocol the DN and FQAN are not known for any users. Therefore, there is a specia
case for dCap usersin 1.9.5. In order to allow al dCap users to stage files the white list should contain
the following record:

"Unknown" "nobody"
If thisline is commented or not present in the white list, all dCap userswill be disallowed to stagefiles.

Authorizing Only Certain Storage Groups

In 1.9.5-20 release, an optional storage group parameter can be specified. Each line of the white list may
contain up to three regular expressions enclosed in double quotes. The regular expressions match the DN,
FQAN, and Storage Group written in the following format:

"DN' ["FQAN'" ["St or ageG oup"] ]

If astorage group is specified all three parameters must be provided. The regular expression” . *" may be
used to authorize any DN or any FQAN. Consider the following example:

".*" "[atlas/Rol e=production” "hl:raw@snt
"| C=DE/ O=DESY/ CN=Scooter" ".*" "sql : chi mer a@snt

In the example above:

« Any user with FQAN / at | as/ Rol e=pr oduct i on is alowed to stage files located in the storage
group h1: r aw@sm

» Theuser/ C=DE/ O=DESY/ CN=Scoot er , irrespective of whichVVOM Sgroupshebelongsto, isallowed
to stage fileslocated in the storage group sql : chi mer a@sm

In the following example, al dCap users are adlowed to stage files located in the storage group
hl: raw@sm
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"Unknown" "nobody" "hl:raw@sni
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Chapter 19. General

Installing dCache on Opteron Machines

The PNFS server, dCache server, and dCache client software have to be taken care of:

The dCache Server

The major part of the dCache server softwareiswritten in Java. Therefore the Java Virtual Machine with 64
bit extension needsto beinstalled. It either isincluded in the regular Javadistribution or additional packages
have to be downloaded.

The dCache Client

ThedCap library and the command linetool dccp may be downloaded from http://www.dcache.org/down-
loadd/ [http://www.dcache.org/downl oads.shtml] for several architectures. The source of the client software
may also be downloaded from http://www.dcache.org/downl oads/cvs.shtml [http://www.dcache.org/down-
loads/cvs.shtml] and compiled. As of this writing, this has not been tested for the Opteron architecture.
Please, contact <support @cache. or g> when encountering any problems with this.

pnf s Server

The current version of the pnf s server software is written in C and has never been compiled for any 64-
bit architecture. Since a Java implementation is in preparation, there are no plans to do that. Therefore the
pnf s server hasto berunin“compat mode”.
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Chapter 20. Pool Operations

Enabling checksums

How to enable checksums

The following section describes how to enable checksum calculation on write transfers with maximum se-
curity. Two checksums will be computed on different points for each transfer: on the fly during file arrival
and once the file was completely written to disk . Both checksums are compared with each other and (if
available) with another checksum sent by the client. If, and only if, all of them match, the transfer is consid-
ered to be successful and the checksum is stored in pnf s.

To enable checksumming (independent from access protocol type), make sure the following option appears
inthe pool . bat ch-file:

define context startPools endDefine
create di skCacheV1ll. pool s. Mil ti Protocol Pool 2 ${0} \

-calcul ate-transfer-crc \

Additionally, the checksum policy must be customized accordingly. This is done by modifying the pool-
setup-file (found at pool Pat h/ pool / set up) such that it contains the following line:

csmset policy -onwite=on -ontransfer=on -enforcecrc=on

Now arestart of the pool should activate all changes. Please repeat the upper procedure on al write-pools
you want to have checksum-enabled.

Warning

Please note that the following policy options should not be touched:

getcrcfromhsm this option istailored to DESY’'s HSM and won't work anywhere else
onread reserved for future use, no checksum handling on read transfers for now.
frequently reserved for future use (recal culating checksums for files residing in the pool

on aregular basis).

The default pool behavior

When setting up a pool from scratch, the default policy isto calculate only the checksum on the file written
to disk, but not on the fly upon arrival. In case thereis a client checksum available (always true for dCap),
they get compared and must match. Otherwise, the checksum computed on the written disk filewill be stored
inpnf s instead.
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To reset the default behavior, set the following line in the pool-setup-file and restart the pool:

csmset policy -onwite=on -enforcecrc=on

Checksums in detall

Overview

When writing data into the dCache, and possibly later on into an HSM, checksums may be calculated at
different points within this chain.

Client Checksum

Transfer Checksum

Server File Checksum

The client calculates the checksum before or while the data is sent to the
dCache. The checksum value, depending on when it has been calculated,
may sent together with the open request to the door and stored into pnf s
before the data transfer begins or it may be sent with the close operation
after the data has been transferred.

The dCap protocol providing both methods, but the dCap clients use the
latter by default.

The FTP protocol does not provide amechanism to send a checksum. Nev-
ertheless, some FTP clients can (mis-)use the “si t €” command to send
the checksum prior to the actual data transfer.

While datais coming in, the server data mover may cal culate the checksum
on thefly.

After al the file data has been received by the dCache server and the file
has been fully written to disk, the server may cal cul ate the checksum, based
onthedisk file.

The graph below sketches the different schemes for dCap and FTP with and without client checksum cal-

culation:

Table 20.1. Checksum calculation flow

Step FTP (w/oinitial CRC) FTP (with initial CRC) dCap
1 Create Entry
2 Store Client CRC inpnf s
3 Server calculates transfer CRC
4 Get Client CRC from pnfs | Get Client CRC from mover
5 Compare Client and Server CRC
6 Store transfer CRC inpnf s Store client CRCinpnf s
7 Server calculates disk file CRC
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ChecksumMover Interface

As far as the server data mover is concerned, only the Client Checksum and the Transfer Checksum are
of interrest. While the client checksum is just delivered to the server mover as part of the protocol (e.g.
close operation for dCap), the transfer checksum has to be calcalated by the server mover on the fly. In
order to communicate the different checksums to the embedding pool, the server mover has to implement
the ChecksumMover interface in addition to the MoverProtocol Interface. A mover, not implementing the
Mover Protocol is assumed not to handle checksums at all. The Disk File Checksumiis calcul ated independ-
edly of the mover within the pool itself.

public interface Checksum\bver {
public void set Di gest ( Checksum transf er Checksum) ;

publ i c Checksum get d i ent Checksun() ;
publ i ¢ Checksum get Tr ansf er Checksun() ;

The pool will or will not call the setDigest method to advise the mover which checksum algorithm to use.
If setDigest is not called, the mover is not assumed to calculate the Transfer Checksum.

java. security. MessageDi gest transferDi gest = transferChecksum get MessageDi gest () ;
* k k
while( ... ){
rc = read( buffer , 0, buffer.length ) ;

* kK

transferDi gest.update( buffer , 0, rc ) ;

getClientChecksumand getTransfer Checksumare called by the pool after the MoverProtocols runl O method
has been successfully processed. These routines should return null if the corresponding checksum could not
be determined for whatever reason.

public void setDi gest( Checksum transferChecksum){
t his.transferChecksum = transfer Checksum ;
}
publ i c Checksum get d i ent Checksunt() {
return clientChecksuntring == null ?
null :

Checksun{ clientChecksunString ) ;

publ i ¢ Checksum get Tr ansf er Checksun(){ return transferChecksum; }

The DCapProtocol_3 nio Mover

The DCapProtocol_3_nio mover implements the ChecksumMover interface and is able to report the Client
Checksumand the Transfer Checksumto the pool. To enablethe DCapProtocol _3 nio Mover to calculatethe
Transfer Checksum, either the cell context dCap3-cal culate-transfer-crc or the cell batch line option calcu-
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late-transfer-crc must be set to true. The latter may aswell be set in the *.poolist file. DCapProtocol_3 nio
disables checksum calculation as soon as the mover receives a client command except *write' (e.g. read,
seek or seek_and_write).

The ChecksumModule

The checksum module (as part of the Pool) and its command subset (csm ...) determines the behavious of
the checksum calculation.

csm set policy -ontransfer=on

Movers, implementing the ChecksumMover interface, are requested to calculate the Transfer Checksum.
Whether or not the mover actually performancethe cal culation might depend on additional, mover specific
flags, like the dCap3-cal culate-transfer-crc flag for the DCapProtocol_3 _nio mover.

If the mover reports the Transfer Checksum and there is a Client Checksum available, either from pnf s
or from the mover protocol, the Transfer Checksum and the Client Checksum are compared. A mismatch
will result in a CRC Exception .

If thereis no Client Checksum available whatsoever, the Transfer Checksumis stored in pnf s.
csmset policy -onwite=on

After the dataset has been completely and successfully written to disk, the pool cal culates the checksum
based on the disk file (Server File Checksum). The result is compared to either the Client Checksum or
the Transfer Checksum and a CRC Exception is thrown in case of a mismatch.

If there is neither the Client Checksum nor the Transfer Checksum available, the Server File Checksum
isstored in pnf s.

csm set policy -enforcecrc=on

In case of -onwrite=off, this options enforcesthe calculation of the Server File Checksum ONLY if neither
the Client Checksum nor the Transfer Checksum has been sucessfully calculated. The result is stored in
pnfs.

Migration Module

The migration module is a component of dCache pools introduced in version 1.9.1. The purpose of the
component is essentially to copy or move the content of a pool to one or more other pools. The migration
module replaces the copy manager found in previous releases of dCache. We advice against using the old
copy manager, asit known to have problems.

Typical use cases for the migration module include:

Vacating pools, that is, moving all files to other pools before decomisioning the pool.
Caching data on other pools, thus distributing the load and increasing availability.

As an dlternative to the hopping manager.

141



Pool Operations

Overview and Terminology

The migration module runs inside pools and hosts a number of migration jobs. Each job operates on a set
of files on the pool on which it is executed and can copy or move those files to other pools. The migration
module provides filters for defining the set of the files on which ajob operates.

The act of copying or moving afile is caled a migration task. A task selects a target pool and asks it to
perform a pool to pool transfer from the source pool. The actua transfer is performed by the same compo-
nent performing other pool to pool transfers. The migration module does not perform the transfer; it only
orchestrates it.

The state of the target copy (the target state) as well as the source copy (the source state) can be explicitly
defined. For instance, for vacating a pool the target state is set to be the same as the origina source state,
and the source state is changed to removed; for caching files, the target state is set to cached, and the source
state is unmodified.

Sticky flags owned by the pin manager are never touched by amigration job, however the migration module
can ask the pin manager to move the pin to the target pool. Care has been taken that unless the pin is moved
by the pin manager, the source fileis not deleted by amigration job, even if asked to do so. Toillustrate this,
assume a source file marked precious and with two sticky flags, one owned by foobar and the other by the
pin manager. If amigration job is configured to delete the source file, but not to move the pin, the result will
be that the file is marked cached, and the sticky flag owned by foobar is removed. The pin remains. Once
it expires, thefileis eligible for garbage collection.

All operations are idempotent. This meansthat amigration job can be safely rerun, and aslong as everything
else is unchanged, files will not be transferred a again. Because jobs are idempotent they do not need to
maintain persistent state, which in turns means the migration module becomes simpler and more robust.
Should a pool crash during a migration job, the job can be rerun and the remaining files will be transfered.

It is safe to run migration jobs while pools are in use. Once started, migration jobs run to completion and
do only operate on those files that matched the selection filters at the time the migration job started. New
files that arrive on the pool are not touched. Neither are files that change state after a migration job has
been initialized, even though the selection filters would match the new state of the file. The exception to the
rule iswhen files are deleted from the pool or change state such that they do no longer match the selection
filter. Such files will be excluded from the migration job, unless the file was already processed. Rerunning
amigration job will forceit to pick up any new files. Because the job isidempotent, any files copied before
are not copied again.

Permanent migration jobs behave differently. Rather than running to completion, permanent jobs keep run-
ning until explicitly cancelled. They monitor the pool for any new files or state changes, and dynamically
add or remove files from the transfer queue. Permanent jobs are made persistent when the save command
is executed and will be recreated on pool restart. The main use case for permanent jobs is as an aternative
to using a central hopping manager.

Idempotence is achieved by locating existing copies of afile on any of the target pools. If an existing copy
isfound, rather than creating a new copy, the state of the existing copy is updated to reflect the target state
specified for the migration job. Care is taken to never make a file more volatile than it already is: Sticky
flags are added, or existing sticky flags are extended, but never removed or shortened; cached files may
be marked precious, but not vice versa. One caveat is when the target pool containing the existing copy is
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offline. In that case the existence of the copy cannot be verified. Rather than creating a new copy, the task
failsand thefileis put back into the transfer queue. This behaviour can be modified by marking amigration
job as eager. Eager jobs create new copiesif an existing copy cannot be immediately verified. As arule of
thumb, permanent jobs should never be marked eager. Thisis to avoid that alarge number of unnecessary
copies are created when several pools are restarted simultaneously.

A migration task abortswhenever it runsinto aproblem. Thefile will be reinserted at the end of the transfer
gueue. Consequently, once a migration job terminates, all files have been successfully transferred. If for
some reason tasks for particular files keep failing, then the migration job will never terminate by itself as
it retries indefinitely.

Command Summary

All commands begin with the string migration, e.g. migration copy. The commands migration copy, mi-
gration cache and migration move create new migration jobs. These commands take the same options and
only differ in default values. Except for the number of concurrent tasks, transfer parameters of existing jobs
cannot be changed. Thisis by design to ensure idempotency of jobs. The concurrency can be altered through
the migration concurrency command.

Jobs are assinged a job ID and are executed in the background. The status of a job may be queried through
the migration info command. A list of al jobs can be obtained through migration Is. Jobs stay in the list
even after they have terminated. Terminated jobs can be cleared from the list through the migration clear
command.

Jobs can be suspended, resumed and cancelled through the migration suspend, migration resume and
migration cancel commands. Existing tasks are allowed to finish before ajob is suspended or cancelled.

Examples

Vacating a pool

To vacate sour cePool , we first mark the pool read-only to avoid that more files are added to the pool,
and then move al filestot ar get Pool . It is not strictly necessary to mark the pool read-only, however
if not done there is no guarantee that the pool is empty when the migration job terminates. The job can be
rerun to move remaining files.

(sourcePool) adm n > pool disable -rdonly
(sourcePool) admin > migration nove target Pool

[1] RUNNI NG m grati on nove target Pool
(sourcePool) admin > nmigration info 1
Comrand : mgration nove target Pool
State : RUNNI NG

Queued 0

Attenpts 1

Targets . target Pool

Conpleted : O files; 0 bytes; 0%

Tot al : 830424 bytes

Concurrency: 1

Runni ng tasks:

[0] 0001000000000000000BFAEQ: TASK. Copyi ng -> [target Pool @ocal ]
(sourcePool) admin > nmigration info 1

Comrand : migration nove target Pool
State : FI' NI SHED
Queued 0
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Attenpts o1

Targets : target Poo

Conpleted : 1 files; 830424 bytes
Tot al : 830424 bytes

Concurrency: 1

Runni ng tasks:

(sourcePool) admin > rep Is
(sourcePool ) adnmin >

Caching recently accessed files

Say we want to cache all files belonging to the storage group atlas:default and accessed within the last
month on a set of low-cost cache pools defined by pool group cache pools. We can achieve this through
the following command.

(sourcePool) admin > nmigration cache -target=pgroup -accessed=0..2592000 -storage=atl as: defaul t
cache_pool s

[1] INITIALI ZING m gration cache -target=pgroup -accessed=0..2592000 -storage=atl as: defaul t
cache_pool s

(sourcePool) admin > nigration info 1

Comrand : migration cache -target=pgroup -accessed=0..2592000 -storage=atl as: default cache_pools
State : RUNNI NG

Queued . 2577

Attenpts 2

Targets . pool group cache_pools, 5 pools

Conpleted : 1 files; 830424 bytes; 0%

Tot al : 2143621320 bytes

Concurrency: 1
Runni ng t asks:
[ 72] 00010000000000000000BE10: TASK. Copyi ng -> [pool _2@ ocal ]

The files on the source pool will not be atered. Any file copied to one of the target pools will be marked
cached.

Renaming a Pool

A pool may be renamed with the following procedure, regardless of the type of files stored on it.
Disable file transfers from and to the pool with

(pool nane) admi n > pool disable -strict

Then make sure, no transfers are being processed anymore. All the following commands should give no
output:

(pool name) adnmin > queue |s queue
(pool nane) admin > nover |s

(pool nane) admin > p2p Is

(pool nane) admin > pp Is

(pool nane) admin > st jobs Is
(pool nane) admin > rh jobs |Is

Now the files on the pools have to be unregistered on the pnf s server with

(pool nane) admi n > pnfs unregister
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Even if the pool contains precious files, thisis no problem, since we will register them again in a moment.
The files might not be available for a short moment, though. Log out of the pool, and stop the service:

[root] # jobs/pooll - pool =pool Domai nNane st op

Rename the pool inthe pool Dorai n. pool | i st -file. Restart the service:

[root] # jobs/pool -pool=pool Domai nNane -1 ogfil e=dCacheLocati on/I| og/ pool Donai nNaneDomnei n. | og start
Register the files on the pool with

(pool nane) admin > pnfs register

Pinning Files to a Pool

You may pin afilelocally within the private pool repository:
(pool nane) admin > rep set sticky pnfsid on|off

the’sticky’ mode will stay with the file aslong asthefileisin the pool. If the file is removed from the pool
and recreated afterwards this information gets | ost.

Y ou may use the same mechanism globally: inthe command lineinterface (local mode) thereisthe command
(pool nane) admin > set sticky pnfsid

This command does:

1. Flagsthefileassticky in the name space database (pnfs). So from now the filenameisglobally set sticky.
2. Will goto al poolswhereit finds the file and will flag it sticky in the pools.

3. All new copies of the file will become sticky.

Filenameswill alwaysberelativeto the dCacheinstallation directory, which defaultsto /opt/d-cache/.
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Chapter 21. Migration of classic SE
( nfs, disk ) to dCache

This chapter contains a guide to migrate a classic SE to dCache.

The convertion of a classic SE to dCache is not complicated, but has to be done very carefully to prevent
data |l osses.

We assume, that dCache is installed and configured.( the section called “Installing a Single Node dCache
Instance”). To be on the safe side, we recommend to install a new pool on a different host, since there is
no easy way to switch back to classic SE.

* create anew pool.

* for each filein the classic SE an entry in pnf s has to be created. then the file has to be moved to data
directory in the pool control directory and the owner, group and size must be set in pnf s. To avoid
mistakes we recomend to use a script developed and tested by the dCache devel opers. Run the script for
each file which goesinto dCache:

[root] #find . -type f -exec file2dcache.sh {} /pnfs/desy.de/datal/fronSE /pool/pooll \;

* start the pool. Since the pool has to recreate the inventory, the start up time will be longer than usually..

« connect to the dCache via admin interface and register the newly created files:

cd pool 1
pnfs register

| ogof f

The newly migrated files shall be available aready.

#!/bin/sh

if [ $# -ne 3]

t hen
echo "Usage: $0 <file> <pnfs path> <pool base>"
exit 1;

fi

SRC=%1

FI LE=" basenane $1°
DI R="di rnane $1°
PNFS_PRFI X=$2
POOL_BASE=$3

PNFS_FI LE="${ PNFS_PRFI X}/ ${ DI R}/ ${ FI LE} "

if [ ! -f "${SRC" ]

t hen
echo "File ${SRC} do not exist."
exit 1

fi
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if [ -f "${PNFS_FILE}" ]

then
echo "File ${PNFS_FILE} already exist."
exit 2

fi

if [ ! -d "${POOL_BASE}/control" ]

t hen
echo "Creating directory [control]"
nkdi r ${POOL_BASE}/ cont r ol

fi

if [ ! -d "${POOL_BASE}/data" ]

t hen
echo "Creating directory [data]"
nkdi r ${ POOL_BASE}/ dat a

fi

if [ ! -f "setup" ]

t hen
echo "Creating dumy [setup] file"
touch ${POOL_BASE}/setup

fi

echo "Creating file in pnfs"
if [ ! -d ${PNFS_PRFIX}/${DIR} ]
then
nkdir -p ${PNFS_PRFI X}/${DIR} > /dev/null 2>&1
if [ $2 -ne 0]
t hen
echo "Failed to create directory ${PNFS_PRFI X}/ ${DI R} "
exit 3;
fi
fi

touch ${PNFS_FI LE}

FILE_SI ZE="stat -c "%" ${SRC}’

touch "${PNFS_PRFI X}/ ${DI R}/ . (fset) (${FI LE}) (size) (${FI LE_SI ZE})"
chrod --reference=${SRC} ${ PNFS_FI LE}

chown --reference=${SRC} ${PNFS_FI LE}

echo "Creating control file for pnfslD $PNFS_I D"
PNFS_I D="cat "${PNFS_PRFI X}/ ${DIR}/. (id)(${FILE})""
echo "precious" > ${POOL_BASE}/control /${PNFS_I D}
echo "Copy ${SRC} to ${POOL_BASE}/data/${PNFS_ID}"
cp ${SRC} ${POOL_BASE}/ dat a/ ${ PNFS_I D}

exit O
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Chapter 22. PostgreSQL and dCache

Vladimir Podstavkov
Mathias de Riese
Martin Radicke

PostgreSQL is used for various things in a dCache system: The SRM the pin manager, the space manager,
the replica manager, the pnf s companion, the bi | | i ng, and the pnf s server might make use of one or
more databases in asingle or severa separate PostgreSQL servers.

The SRM the pin manager, the space manager, the replica manager, and the pnf s companion will use the
PostgreSQL database as configured at cell start-up in the corresponding batch files. Thebi | | i ng will only
write the accounting information into a database if it is configured with the option - useSQ.. The pnf s
server will use aPostgreSQL server if thepnf s- posgr esgl versionisused. It will use severa databases
in the PostgreSQL server.

Installing a PostgreSQL Server

The preferred way to set up a PostgreSQL server should be the installation of the version provided by your
OS distribution. It is strongly recommended to use version 8 or higher.

Install the PostgreSQL server, client and JDBC support with thetool s of the operating system. Y ou can down-
load a suitable package from http://www.postgresgl.org/ftp/. A version that is suitable for current versions
of Scientific Linux 3 can be found at http://www.postgresql.org/ftp/binary/v8.1.0/linux/rpms/redhat/rhel -
es-3.0/.

Initialize the database directory (usualy / var / 1'i b/ pgsql / dat a/), start the database server, and make
surethat it is started at system start-up. This may be done with

[root] # /etc/init.d/ postgresqgl start
[root] # chkconfig postgresqgl on

If the start-up script does not perform the initialization automatically, it might have to be done with
[root] # initdb -D /var/lib/pgsql/data/

and the server is started manually with

[root] # postmaster -i -D /var/lib/pgsql/data/ >logfile 2>&1 &

The server has to be configured to admit TCP/IP connections from | ocal host . This is the default for
version 8 of PostgreSQL.

For dCache verson 1.6.6 release 1, please make sure the file /var/li b/ pgsql/da-
t a/ post gresgl . conf contains
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add_mi ssing_from= on

Thiswill not be necessary in future rel eases.

Thefile/ var/1i b/ pgsql / dat a/ pg_hba. conf should contain

| ocal al | al | trust

host al | al | 127.0.0.1/32 trust
host al | al | 1:1/128 trust

Restart the server, e.g. with

[root] # /etc/init.d/ postgresqgl restart

The configuration of theaccessrightsin/ var /1 i b/ pgsql / dat a/ pg_hba. conf israther liberal: Any
user on the local machine may connect to the PostgreSQL server as any database user without specifying a
password. Thisway, you can be sure that problems will not be due to wrong access rights or passwords. See
the section called “ Configuring Access to PostgreSQL” of the dCache book for more advice on configuring

PostgreSQL.

If acurrent version of PostgreSQL is hot available for the distribution, it can be compiled as follows. You
can download the source code from the official web site: http://www.postgresql.org/download and build it
following theinstruction: http://www.postgresgl.org/docs/8.0/stati c/installation.html Here is a short version
from that page:

[root] # ./configure --prefix=/usr/local/pgsq

[root] # gnmake

[root] # su

[root] # gneke instal

[root] # adduser postgres

[root] # nkdir /usr/local/pgsql/data

[root] # chown postgres /usr/local/pgsql/data

[root] # su - postgres

[root] # /usr/local/pgsql/bin/initdb -D /usr/local/pgsql/data
[root] # /usr/local/pgsql/bin/postmaster -D /usr/local/pgsql/data > logfile 2>&1 &
[root] # /usr/local/pgsql/bin/createdb test

[root] # /usr/local/pgsql/bin/psqgl test

If thereis another PostgreSQL installed on your machine, make surer oot ’s path is set so that executables,
esp. psgl, postmaster, and pg_ctl, are called from the V8.x.x PostgreSQL that you intend to use for dCache.
(Youwill bedoing most of thisasr oot ). Another thing isto make surethat thevarious! i bpg. so libraries
are not invoked from the other PostgreSQL distribution. | ocat e | i bpg. so will show which ones are
onyour system. Set LD_LI BRARY for r oot to insure that the pnf s PostgreSQL libs are seen first!

Configuring Access to PostgreSQL

In the installation guide instructions are given for configuring one PostgreSQL server on the admin node
for all the above described purposes with generous access rights. This is done to make the installation
as easy as possible. The access rights are configured in the file dat abase_di r ect ory_nane/ da-

t a/ pg_hba. conf . According to theinstallation guide the end of the file should look like
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# TYPE DATABASE USER | P- ADDRESS | P- MASK METHCD

| ocal al | al | trust
host al | al | 127.0.0.1/32 trust
host al | al | 1:1/128 trust
host al | al | Host | P/ 32 trust

This gives access to all databases in the PostgreSQL server to al users on the admin host.

The databases can be secured by restricting access with thisfile. E.g.

# TYPE DATABASE USER | P- ADDRESS METHOD

| ocal al | postgres i dent saneuser
| ocal al l pnf sserver passwor d

| ocal all all nd5

host al | al | 127.0.0.1/32 md5

host all all ::1/128 nd5

host al | al | Host | P/ 32 md5

The server is made aware of thiswith

[root] # pg_ctl reload

It can still be configured with the user post gr es:

[root] # su - postgres

And the password for e.g. the user pnf sser ver can be set with

[user] $ psql tenplatel -c "ALTER USER pnfsserver W TH PASSWORD ' your Password"' "

Thepnf s server is made aware of this password by changing the variabledbConnect St ri ng inthefile
[ usr/ et c/ pnfsSetup:

.e;daort dbConnect St ri ng="user =pnf sserver passwor d=your Passwor d"
User access should be prohibited to this file with

[root] # chnod go-rwx /usr/etc/pnfsSetup

Performance of the PostgreSQL Server

On small systems it should never be a problem to use one single PostgreSQL server for all the functions
listed above. In the standard installation, the Repl i caManager , the pnf s companion are not activated
by default. The bi | | i ng will only write to afile by default.

Whenever the PostgreSQL server is going to be used for another functionality, the impact on performance
should be checked carefully. To improve the performance, the functionality should beinstalled on a separate
host. Generally, aPostgreSQL server for aspecific funcionality should be on the same host asthe dCache cell
accessing that PostgreSQL server, and the PostgreSQL server containing the databases for the pnf s server
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should run on the same host asthe pnf s server and thePnf sManager cell of the dCache system accessing
it. Accordingly, the pnf s companion and the pnf s server itself will use the same PostgreSQL server.

It isespecially useful to use a separate PostgreSQL server for the bi | | i ng cell.
Note

The following is work-in-progress.

Create PostgreSQL user with the name you will be using to run pnf s server. Make sure it has CREATEDB
privilege.

[user] $ psql -U postgres tenplatel -c "CREATE USER johndoe w th CREATEDB"
[user] $ dropuser pnfsserver
[user] $ createuser --no-adduser --createdb --pwpronpt pnfsserver

Table 22.1. Protocol Overview

Component |Database Host Database Database Us- | Database
Name er Password
SRM sr nDat abaseHost or if not set: sr nDb- |dcache srmdcache  |srdcache
Host orif not set: | ocal host
pin manag pi nManager Dat abaseHost orif not |dcache srmdcache  |srndcache
set: sr nDbHost orif not set: | ocal host
SpaceMan- |spaceManager Dat abaseHost or if not|dcache srmdcache  |srndcache
ager set: sr nDbHost orif not set: | ocal host
companion |conpani onDat abaseHost or if not set: |[companion  |srmdcache  |srndcache
| ocal host
Replica- |replicaManager Dat abaseHost orif |replicas srmdcache  |srndcache
Manager not set: | ocal host
pnf s server |l ocal host admin, datal, |pnfsserver --free--
expo, ...
billing bi | I i ngDat abaseHost or if not set: billing srmdcache  |srndcache
| ocal host
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Chapter 23. Complex Network
Configuration

This chapter contains solutions for several non-trivial network configurations. The first section discusses
the interoperation of dCache with firewalls and does not require any background knowledge about dCache
other than what is given in the installation guide (Chapter 2, Installing dCache) and the first steps tutorial
(Chapter 3, Getting in Touch with dCache). The following sections will deal with more complex network
topologies, e.g. private subnets. Even though not every case is covered, these cases might help solve other
problems, aswell. Intermediate knowledge about dCacheisrequired. Since most tasks require changesin the
start-up configuration, the background information on how to configure the cell start-up, given in Chapter 5,
The Cell Package will be useful.

Firewall Configuration

The components of a dCache instance may be distributed over several hosts (nodes). Some of these com-
ponents are accessed from outside and consequently the firewall needs to be aware of that. This section
assumes that all nodes are behind a firewall and have full access to each other. More complex setups are
described in the following sections. Depending on the access method, certain ports have to be opened to
only some of the nodes. We will describe the behaviour of a standard installation using the default values.
Since dCacheisvery flexible, most port numbers may be changed in the configuration. The location (node)
of any dCache component might also be changed from this standard.

The dCap Protocol

The dCap protocol should be used for local, trusted access only, because it is not authenticated. The tradi-
tional method isto mount pnf s locally on the client and use paths to the files on thislocal mount to address
files. For this, the client has to be able to mount the NFS export of the pnf s server. It isalso possibleto use
the dCap protocol with aURL instead of alocal path within apnf s mount. The URL has the form

dcap: / / dCapDoor Host FQN: dCapDoor Port/ ful | Pnf sPat h

If thedCapDoor Por t isnot specified, 22125 is used to establish a TCP connection to dCapDoor Host -
FQON (see next paragraph). In this case no NFS mount is needed anymore. However, the access is unauthen-
ticated and therefore access is only granted if the “other” part of the UNIX rights are set accordingly. In
other words: The user is mapped to nobody for unauthenticated dCap access.

In both cases (pnf s mount and URL access) the dCap client (dCap library or decp command) will con-
nect to the dCap door (door Domai n) on the admin node with TCP port 22125 (can be changed in con-

fi g/ dCacheSet up with dCapPor t ). After the pool manager selected a pool to be used for the transfer
(the section called “ The Pool Selection Mechanism” describes how to configure that selection mechanism.)
this pool will establish the data connection to the client on a TCP port which has been selected by the client.
The port range to use may be specified on the client side (e.g. by the - p option of the dccp command.)
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The GSI dCap Protocol

The GSI dCap protocol isthe dCap protocol with a GSI authentication wrapper (tunnel). The mechanism
is the same as described for the URL-stype dCap protocol in the previous section. The only difference
is the default port number: For the GSI dCap door the default port number is 22128. It is specified in
confi g/ dCacheSet up with the parameter dCapGsi Port .

Another difference between the dCap door and GSI dCap doors is that the dCap door is started on the
admin node and there can only be one in the standard configuration, while there may be several GSI dCap
doors on separate nodes. Correspondingly, ports have to be opened in afirewall. Note that it should not be
necessary to run as many GSI dCap doors as G i dFTP doors (see below), because no data is transfered
through the GSI dCap door.

The G1 dFTP Protocol

A Gi dFTP client connects to one of the Gri dFTP doors on TCP port 2811. The data connections are
established independent of the direction of the data transfer. In “active” FTP mode the server connects to
the client whilein “passive” FTP mode the client connects to the server.

In “active” FTP mode the pool selected by the pool manager (see the section called “The Pool Selection
Mechanism™) will open one or more data connections to the client on a TCP port in the range between
20000 and 25000. In “passive” FTP mode, the client will establish the data connections to the Gri dFTP
door in the same port range. The pool will connect to the door and the door will route the data traffic. It is
not possible to establish a direct connection between pool and client in “passive’” mode, because the FTP
protocol redirection mechanism has to be triggered before the client sends the name of the requested file.

The SRMProtocol

An SRMis awebservice which uses the https as transport protocol and negotiates data transfers between the
client and the server aswell as between the server and another server. For the actual datatransfer one of the
other protocols is negotiated. Usually thisis Gr i dFTP - especially for wide-area transfers. There are two
things to note about SRMinitiated Gri dFTP transfers:

For reading data, only “active” FTP mode will be used, i.e. the pool containing the data will connect to the
client or to the server which should receive the data. For writing, only “passive” FTP mode will be used,
i.e. the client or the pool containing the data will connect to the client or to the server which should receive
the data.

Apart from SRMput and get operations which always copy data between one SRMand the client there is
also atrue SRMcopy from one SRMto another SRM There are two modes for SRMcopy: “pull” and “push”
mode. If the destination SRMis dCache based and SRMpull mode (default) is used, the destination pool will
play the role of the Gri dFTP client, will contact the Gri dFTP door of the source instance and receive
the data directly from the source pool (if the source system is a dCache system). If push mode is used and
the source is a dCache based SRM the source pool will be the Gri dFTP client and will send the data to
the G i dFTP door of the destination. All this might have to be considered when designing the system and
configuring the firewall.
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Pool Selection

Restricting wide-areatransfers to a subset of your dCache pools may be done with the pool selection unit in
the pool manager. the section called “The Pool Selection Mechanism” contains a describtion on how to do
that. This can be useful to ease firewall configurations, optimize throughput, and improve security.

Protocol Overview

The following table gives an overview about the default ports used by the client protocols supported by
dCache. Note that al of them may be changed in conf i g/ dCacheSet up.

Table 23.1. Protocol Overview

Protocol Port(s) Direction Nodes
dCap 22125 incoming doorDomain (admin node)
any outgoing pools
GSI dCap 22128 incoming gsidcapDomain (where GSIDCAP=yesin
node_config)
any outgoing pools
G i dFTP 2811 incoming gridftpDomain (where GRIDFTP=yesin

node_config)
20000-25000 |outgoing (active FTP) pools
20000-25000 |incoming (passive FTP) |gridftpDomain
SRM 8443 incoming srmDomain

G'1 dFTP Connections via two or more Net-
work Interfaces

Description

The host on which the Gr i dFTP door is running has several network interfaces and is supposed to accept
client connections via al those interfaces. The interfaces might even belong to separate networks with no
routing from one network to the other.

As long as the data connection is opened by the G i dFTP server (active FTP mode), there is no problem
with having more than one interface. However, when the client opens the data connection (passive FTP
mode), the door (FTP server) has to supply it with the correct interface it should connect to. If thisis the
wrong interface, the client might not be able to connect to it, because there is no route or the connection
might be inefficient.

Also, since aGri dFTP server has to authenticate with an SSL grid certificate and key, there needs to be
a separate certificate and key pair for each name of the host. Since each network interface might have a
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different name, several certificates and keys are needed and the correct one has to be used, when authenti-
cating via each of the interfaces.

Solution

Start aseparate Gr i dFTP server cell onthe host for each interface on which connections should be accepted.

The cellsmay be started in one domain or in separate domains. The cells have to have different names, since
they are well known cells. Each cell has to be configured, only to listen on the interface it should serve with
the - | i st en option. The locations of the grid host certificate and key files for the interface have to be
specified explicitly with the - ser vi ce- cert and- ser vi ce- key options.

The following example shows a setup for two network interfaces with the hostnames door -
a.grid. domain (111.111.111.5) and door - b. ot her . domai n (222.222.222.5) which are served by
two Gr i dFTP door cellsin one domain:

Example23.1. Batch filefor two G- i dFTP door sserving separ ate networ k interfaces

set printout default 2

set printout Celld ue none

onerror shutdown

check -strong setupFile

copy file:${setupFile} context:setupContext

i nport context -c setupContext

check -strong servicelLocatorPort servicelLocat or Host

check -strong sshPort ftpPort

create dng. cel | s. services. Routi ngManager Routi ngMgr

create dnyg. cells. services. Locati onManager | m\
"${servicelLocatorHost} ${serviceLocatorPort}"

create dng. cells. services.|ogin.Logi nManager GFTP-door-a \

"2811 \
-listen=111.111.111.5 \
-export \
di skCacheV111. door s. Gsi Ft pDoor V1 \
-prot=raw \

-service-cert=/etc/grid-security/door-a.grid.donmain-cert.pem\
-service-key=/etc/grid-security/door-a.grid.donmain-key. pem\

create dng. cells. services.|ogin.Logi nManager GFTP-door-b \
"2811 \
-listen=222.222.222.5 \
-export \
di skCacheV111. doors. Gsi Ft pDoor V1 \
-prot=raw \
-service-cert=/etc/grid-security/door-b.other.donmain-cert.pem)\
-service-key=/etc/grid-security/door-b.other.donmai n-key. pem\

This batch file is very similar to the batch file for the Gri dFTP door in the standard setup. (Comments
have been left out.) It only contains an additional create command for the second cell and the emphasized
changes within the two create commands: The cell names, the - | i st en option with the IP address of the
corresponding interface and the - ser vi ce- cert and - ser vi ce- key options with the host certificate
and key files.
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G1 dFTP with Pools in a Private Subnet

Description

If pool nodes of adCacheinstance are connected to asecondary interface of the G i dFTP door, e.g. because
they are in a private subnet, the G i dFTP door will still tell the pool to connect to its primary interface,
which might be unreachable.

Thereason for thisisthat the control communication between the door and the pool is done viathe network
of TCP connections which have been established at start-up. In the standard setup this communication is
routed viathe dCache domain. However, for the data transfer, the pool connectsto the G i dFTP door. The
IP address it connects to is sent by the Gri dFTP door to the pool via the control connection. Since the
G i dFTP door cannot find out which of its interfaces the pool should use, it normally sendsthe | P address
of the primary interface.

Solution

Tell theGr i dFTP door explicitly which IPit should send to the pool for the dataconnection withthe- f t p-
adapter-internal -interface option. E.g. if the pools should connect to the secondary interface of
theGri dFTP door host which hasthelPaddress10. 0. 1. 1, thefollowing batch filewould be appropriate:

Example23.2. Batch filefor two Gr i dFTP door sserving separ ate network interfaces

set printout default 2

set printout Celld ue none

onerror shutdown

check -strong setupFile

copy file:${setupFile} context:setupContext

inmport context -c setupContext

check -strong servicelLocatorPort servicelocat or Host

check -strong sshPort ftpPort

create dng.cells. services. Routi ngvanager Routi ngWgr

create dng.cells.services. Locati onManager | m\
"${servicelLocatorHost} ${servicelLocatorPort}"

create dng.cells.services.|ogin.Logi nManager GFTP \

"2811 \

-export \

di skCacheV111. doors. Gsi Ft pDoor V1 \

-prot=raw \

-cl i ent Dat aPor t Range=${ cl i ent Dat aPort Range} \
-root =${ft pBase} \

-kpwd-fil e=${kpwdFil e} \

-tl og=/tnp/dcache-ftp-tlog \

- maxLogi n=100 \

- br oker Updat eTi me=5 \

-protocol Fam | y=gsiftp \

-1 ogi nBr oker =Logi nBr oker \

- pool Manager Ti meout =5400 \

- pnf sTi neout =120 \

-maxRetri es=80 \

-maxStreamsPer O i ent =10 \

-ftp-adapter-internal-interface=10.0.1.1 \

Thisbatch fileisvery similar to the batch filefor the G i dFTP door in the standard setup. (Comments have
been left out.) The emphasized last line has the desired effect.
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Doors in the DMZ

Description

Some doors - e.g. for grid access - are located in the DMZ while the rest of the dCache instance is in
the intranet. The firewall is configured in such a way that the doors cannot reach the location manager
(usually on the admin node together with the pool manager) via port 11111 (or as configured in the variable
servi ceLocat or Port inconfi g/ | nSet up).

Solution

Please contact <support @ cache. or g> if you need a solution for this problem.
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The raw information about all dCache activities can be found in bi I Ii ng/ YYYY/ MM bi | | i ng-
YYYY. MM DD.1 A typical linelooks like

05.31 22:35:16 [pool : pool - nane: transfer] [000100000000000000001320, 24675] nySt or e: STRI NG@sm 24675
474 true {GFtp-1.0 client-host-fqgn 37592} {0:""}

Thefirst bracket contains the pool name, the second thepnf s ID and the size of thefilewhichistransferred.
Then follows the storage class, the actual amount of bytes transferred, and the number of milliseconds the
transfer took. The next entry ist r ue if the transfer was a wrote data to the pool. The first braces contain
the protocol, client FQN, and the client host data transfer listen port. The final bracket contains the return
status and a possible error message.

The dCache web interface (described in the section called “The Web Interface for Monitoring dCache”)
contains under the menue point “Actions Log” summary information extracted from the information in the
bi | I'i ng-directory.

The accounting information can also be redirected into a database. When interested in this feature, please
contact <support @Icache. or g>.

L Filenames will always be relative to the dCache installation directory, which defaultsto/ opt / d- cache/ .
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dCap options mover and client options

Patrick Fuhrmann
Tigran Mkrtchyan

dCap isthe native random access 1/O protocol for fileswithin dCache. In additition to the usual datatransfer
mechanisms, it supports all necessary file metadata and name space manipul ation operations.

In order to optimize 1/0 transferrates and memory consumption dCap allowsto configure parameterswithin
the client and the server. e.q:

» TCP Socket send and receive buffer sizes.

* |/O buffers sizes.

TCP send/recv buffer sizes from the servers point
of view

There are two parameters per 1/O direction, determining the actual TCP send/recv buffer size used for each
transfer. Those values can be set within the conf i g/ pool . bat ch file on the pool nodes.

» def aul t Send/ RecvBuf f er Si ze : thisvalue isused if the dCap client doesn't try to set this value.
The default value for this parameter is 256K Bytes.

» maxSend/ RecvBuf f er Si ze : this value is the maximum value, the mover is allowed to use. It's
used if either thedef aul t Send/ RecvBuf f er Si ze islarger or the client asksfor alarger value. The
default value for this parameter is IMBytes.

On the server side, the max/defaultSend/RecvBuffer value can either be setintheconf i g/ pool . bat ch
fileorintheconfi g/ *. pool | i st files.

Using the batch context :

set context dCap3-nmaxSendBufferSize value in bytes
set context dCap3-nmaxRecvBufferSize value in bytes
set context dCap3-default SendBufferSize value in bytes
set context dCap3-defaul t RecvBufferSize value in bytes

Or it may specified in the create ... command line

create di skCacheV11ll. pool s. Mil ti Protocol Pool 2 ${0} \
"I Mover Map \

${1} \

- def aul t SendBuf f er Si ze=val ue in bytes \

LR

-${2} -${3} -${4} -${5} -%{6} -${7} -${8} \
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The most appropriate way to specify those values on the server side is certainly to add the corresponding
entry intheconfi g/. .. pool | i st.Theentry would look like

dcache30_1 /dcache/ pool sticky=all owed nmaxSendBuffer Size=val ue in bytes tag. hostnane=dcache30 ***
Please note the different ways of usingthe’=" and the’-’ signin the different alternatives.

TCP send/recv buffer sizes from the dCap clients
point of view

For afull list of dCap library API calls and dccp options, pleaserefertotoht t p: / / www. dcache. or g/
manual s/ | i bdcap. shtmi and http://ww. dcache. or g/ manual s/ dccp. sht M respec-
tively. To set the local and remote TCP buffer send and receive buffers either use the APl cal
dc_set TCPSend/ Recei veBuffer (i nt size) orthe-r SIZE -s Sl ZE dccp options. In both
casesthe valueistransferred to the remote mover which tries to set the corresponding values. Please not the
the server protectsitself by having a maximum size for those values which it doesn’'t exceed. Please check
the section ' TCP send/recv buffer sizes from the servers point of view’ to learn how to change those values.

Specifying dCap open timeouts

Patrick Fuhrmann

In cases where dccp/dcap requests a file which is still on tertiary storage, the user resp. the administrator
might what to limit the time, dccp/dCap waits in the open call until the file has been fetched from backend
storage. This, so called openTi neout , can be specified on the server or on the client. In all cases the -
keepAl i ve must be specified with an appropriate number of seconds on the cell create command in the
door batch files. The following mechanisms are available to specify open timeouts :

Table 25.1. Open Timeout mechanisms

Precedence |Mechanism |Key Name Example

Lowest context dCap-openTimeout set context dCap-openTimeout 200
context openTimeout set context openTimeout 200
cell create openTimeout -openTimeout=200

command line

Highest dcep com- -0 dcep -0200 SOURCE DESTINATION
mand line

#

# dCap Do or (create comrand |ine exanple)

#

create dng. cells. services.|ogin.Logi nManager DCap-2 \

"${speci al DCapPort} \
di skCacheV111. door s. DCapDoor \
-export \
* Kk k \
- keepAl i ve=60 \
- openTi nmeout =300 \

k|
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-1 ogi nBr oker =Logi nBr oker"

dCap Do or (context exanple)

H*+ o H*

set context dCap-openTi neout 200
#
create dng. cells. services.|ogin.Logi nManager DCap-2 \
"${speci al DCapPort} \
di skCacheV111. door s. DCapDoor \
-export \

koko |

-keepAli ve=60 \

LR

-1 ogi nBr oker =Logi nBr oker"

[user] $ dccp -0200 /pnfs/desy. de/ data/dteam private/nyfile /dev/null

If the openTimeout expires while aread transfer is already active, thistransfer will be interrupted, but it will
automatically resume because the client can’'t destinguish between a network failure and a timeout. So the
timeout disturbes the read but it will finally succeed. Thisis different for write. If awrite isinterrupted by
atimeout in the middle of atransfer, dccp will stuck. (Thisis not afeature and needs further investigation).

Using the dCap protocol for strict file
checking

Patrick Fuhrmann
Tigran Mkrtchyan

The dCap protocol alows to check whether a dataset is on tape only or has a copy on a dCache disk. The
dCap library APl call is int dc_check(const char *path, const char *I|ocation)
and thedccp optionsare-t -1 - P. For afull list of dCap library API calls and dccp options, please refer
totohtt p: // ww. dcache. or g/ manual s/ |i bdcap. shtml andhtt p://ww. dcache. or g/
manual s/ dccp. sht m respectively. Using a standard dCache installation those callswill return aguess
on the file location only. It is neither checked whether the fileis really on that pool or if the pool isup. To
get astrict checkingadCap door hasto be started with a special (-check=strict) option.

dCap Door

O H* H* H

reate dng. cel |l s. services. |ogin. Logi nManager DCap-strict \
"${speci al DCapPort} \
di skCacheV111. door s. DCapDoor \
-check=strict \
-export \
-prot=telnet -local Gk \
- maxLogi n=1500 \
- br oker Updat eTi me=120 \
- protocol Fam | y=dcap \
-1 ogi nBr oker =Logi nBr oker"

This door will do a precise checking (-check=strict). To get the dCap lib and dccp to use this door only,
the DCACHE_DOOR environment variable has to be set to door Host : speci al DCapPor t in the shell,
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dcep is going to be used. In the following example we assume that the speci al DCapPor t has been set
t023126:

[user] $ export DCACHE_DOOR=dcachedoor host: 23126
[user] $ dccp -P -t -1 /pnfs/domain.tv/datal/cns/users/waste.txt

If decpreturnsFil e is not cached and this dCache instance is connected to an HSM, the fileis no
longer on one of the dCache pools but is assumed to have a copy within the HSM. If the dccp returns this
message and no HSM is attached, the file is either on a pool which is currently down or the fileislost.

Passive dCap

Tigran Mkrtchyan
Patrick Fuhrmann

ThedCap protocol, similiar to FTP, uses acontrol channel to request atransfer which is subsequently done
through data channels. Per default, the data channel is initiated by the server, connecting to an open port in
the client library. Thisis commonly known as active transfer. Starting with dCache 1.7.0 the dCap protocol
supports passive transfer mode aswell, which consequently means that the client connectsto the server pool
to initiate the data channel. This is essential to support dCap clients running behind firewalls and within
private networks.

Preparing the server for dCap passive transfer

The port(s), the server pools should listens on, can be specified by the
org. dcache. net. tcp. portrange variable, as part of the 'java options directive in the con-
fi g/ dCacheSet up configuration file. A range has to be given if pools are split amoung multiple VMs.
E.g

java_options="-server ... -Dorg.dcache.dcap.port=0 -Dorg.dcache. net.tcp. portrange=33115: 33145"

Switching the dCap library resp. dccp to PASSIVE

Note

The commonly used expression ’passive’ is seen from the server perspective and actually means
"server passive'. From the client perspective this is of course 'active’. Both means that the client
connectsto the server to establish the data connection. Thismode is supported by the server starting
with 1.7.0 and dcep with 1-2-40 (included in 1.7.0)

The following dCap API call switches al subsequent dc_open calls to server-passive mode if thismode is
supported by the corresponding door. (dCache Version >= 1.7.0).

void dc_setdientActive()

The environment variable DCACHE_CLI ENT_ACTI VE switches the dCap library to server-passive. This
istrue for dCap, dCap preload and dccp.
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dccp switches to server-passive when issuing the -A command line option.

Access to SRMand i dFTP server from
behind a firewall

Timur Pere mutov
Mathias de Riese

This describes firewall issues from the clients perspective. the section called “Firewall Configuration” dis-
cusses the server side.

When files are transferred in Gr i dFTP active mode from Gr i dFTP server to the Gr i dFTP client, server
establishes data channel(s) by connecting to the client. In this case client creates a TCP socket, bound to
some particular address on the client host, and sends the client host | P and port to the server. If the client
host isrunning afirewall, firewall might refuse server’s connection to the client’ s listening socket. Common
solution to this problem is establishing arange of ports on the client’ s host that are allowed to be connected
from Internet by changing firewall rules.Once the port range is defined the client can be directed to use one
of the ports from the port ranges when creating listening tcp sockets.

Access with srmcp

If you are using srmcp as aclient you need to do the following:

 create adirectory $HOVE/ . gl obus if it does not exist.

* create and/or edit afile $HOVE/ . gl obus/ cog. properti es by appending anew line reading
tcp. port.range=m n, max
wheremi n and max are the lower and upper bounds of the port range.

With the latest srmcp release you can usethe gl obus_t cp_port _range option:

[user] $ srntp -gl obus_tcp_port_range=nm nVal ue: maxVal ue ...

A range of ports open for TCP connections is specified as a pair of positive integers separated by ":". This
is not set by default.

Access with globus-url-copy

If you are transferring files from gridftp server using globus-url-copy, you need to define an environment
variable GLOBUS_TCP_PORT_RANGE, in the same shell in which globus-url-copy will be executed.

In sh/bash you do that by invoking the following command:

[user] $ export GLOBUS_TCP_PORT_RANGE="ni n, max"
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in csh/tcsh you invoke:

[user] $ setenv GLOBUS_TCP_PORT_RANGE "nin, max"

here mi n and max are again the lower and upper bounds of the port range

Disableing unauthenticated dCap via SRM

In some cases SRM transfers fail because they are tried via the plain dCap protocol (URL starts with
dcap: / /). Sinceplain dCap isunauthenticated, the dCache server will have no information about the user
trying to access the system. While the transfer will succeed if the UNIX file permissions alow access to
anybody (e.g. mode 777), it will fail otherwise.

Usually al doors are registered in SRMas potential access points for dCache. During a protocol negotia-
tion the SRM chooses one of the available doors. Y ou can force srmcp to use the GSI dCap protocol (-
pr ot ocol =gsi dcap) or you can unregister plain, unauthenticated dCap from known protocols: From
thefileconf i g/ door . bat ch remove- | ogi nBr oker =Logi nBr oker andrestartdCap door with

[root] # jobs/door stop
[root] # jobs/door -1ogfile=dCacheLocation/log/door.log start
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The use cases described in this chapter are only relevant for large-scale dCache instances which require
special tuning according to alonger experience with client behaviour.

Multiple Queues for Movers in each Pool

Description

Client requests to a dCache system may have rather diverse bahaviour. Sometimes it is possible to classify
them into several typical usage patterns. An example are the following two usage patterns:

Example 26.1. To Concurrent Usage Patterns

Datais copied with a high transfer rate to the dCache system from an external source. Thisis done viathe
G i dFTP protocol. At the same time batch jobs on alocal farm process data. Since they only need a small
part of each file, they use the dCap protocol viathe dCap library and seek to the position in the file they
areinterested in, read afew bytes, do afew hours of calculations, and finally read some more data.

As long as the number of active requests do not exceed the maximum number of allowed active requests,
the two types of requests are processed concurrently. The Gr i dFTP transfers complete at a high rate while
the processing jobs take hours to finish. This maximum number of allowed requests is set with mover set
max active and should be tuned according to capabilities of the pool host.

However, if requests are queued, the slow processing jobs might clog up the queue and not let the fast
G i dFTP request through, even though the pool just sits there waiting for the processing jobs to request
more data. While this could be temporarily remedied by setting the maximum active requests to a higher
value, theninturn G i dFTP request would put a very high load on the pool host.

The above example is pretty redistic: As arule of thumb, Gri dFTP requests are fastest, dCap requests
with the dccp program are alittle lower and dCap requests with the dCap library are very slow. However,
the usage patterns might be different at other sites and also might change over time.

Solution

Use separate queuesfor the movers, depending on the door initiating them. Thiseasily allowsfor aseparation
of requests of separate protocols. Up to 10 mover queues for client transfers are available since dCache
version 1.6.6. Earlier versions support only one queue. (Transfers from an to a tape backend and pool-to-
pool transfers are handled by separate queues, one for each of these transfers.)

A finer grained gueue selection mechanism based on, e.g. the | P address of the client or the file which has
been requested, is not possible with this mechanism. However, the pool selection unit (PSU) may provide
a separation onto separate pools using those criteria.

In the above example, two separate queuesfor fast & i dFTP transfersand slow dCap library accesswould
solve the problem. The maximum number of active moversfor the G i dFTP queue should be set to alower
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value compared to the dCap queue since the fast Gr i dFTP transfers will put a high load on the system
while the dCap requests will be mostly idle.

Configuration

For a multi mover queue setup, the pools have to be told to start several queues and the doors have to be
configured to use one of these. It makes sense to create the same queues on all pools. This is done by the
following change tothe conf i g/ pool . bat ch file:

Example 26.2. Modified conf i g/ pool . bat ch filefor multiple mover queues

define context startPools endDefine
create di skCacheV11ll. pool s. Mil ti Protocol Pool 2 ${0} \

"1 Mover Map \
${1} \
-i 0- queues=queueNane- 1[, queueNane-2[, ..., gqueueNanme-10]] \
-recover-control =yes \
-version=4 \
-sticky=all oned \
-sendHi t | nf oMessages=yes \
-${2} -${3} -B{4} -${5} -${6} -B{7} -%{8} \

endDef i ne

The same can be achived by appending - i 0o- gueues=queueNane-1, ..., queueNarme- n to each
lineinthepool | i st file. However, thisonly makes senseif the pools should not all have the same queues.

The first in this list of queues (queueNane- 1) is the default mover queue. Transfers not requesting a
particular mover queue or requesting a mover queue not existing on the selected pool, are handled by this
default queue.

The pool cell commands mover |s and mover set max active have an - queue option to select the mover
gueue to operate on. Without this option, mover set max active will act on the default queue while mover
Iswill list the requests of all pools for backward compatibility.

Each door may be configured to use a particular mover queue. The pool, selected for this request, doesn’'t
depend on the selected mover queue. So arequest may go to a pool which doesn’t have the particular mover
gueue configured and will consequently end up in the default mover queue of that pool.

The doors are configured to use a particular mover queue asin the following example:

Example 26.3. Batch filefor a GridFTP door using a mover queue

create dng. cells.services.|ogin.Logi nManager GFTP \
"port Nanme \
di skCacheV111. doors. Gsi Ft pDoor V1 \
-i 0- queue=queueNane \
o\

All requests send from this door will ask to be scheduled to the given mover queue. The selection of the
pool is not affected.
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For thedCap protocol, the corresponding door may be configured to allow the client to determine the mover
gueue name. In that case the client may use the extra option facility to specify a mover queue. Whether the
the dCap door alows the client to request a particular mover queue or not is configured with the - i o-
queue={al | owed| deni ed} option asin the following example:

Example 26.4. Batch filefor a dCap door for allowing the client to select the mover
queue

create dng. cells. services.|ogin.Logi nManager DCap \
"${dCapPort} \
di skCacheV111. door s. DCapDoor \
-i 0- queue=queueNane \
-i 0-queue-overwite=allowed \
S\

With the dccp command the queue can now be specified as follows:

[user] $ dccp - X-io-queue=queueNanme source destination

Since dccp requests may be quite different from other requests with the dCap protocol, this feature may be
used to use separate queuesfor deep requestsand other dCap library requests. Therefore, thedccp command
may be changed in future releases to request a specia dccp-queue by default.

Tunable Parameters

gridftp

Table 26.1. Variable Overview

Variable Default Value Description
gsidcaploQueue Not set GSI dCap I/O queue name
dcaploQueue Not set Insecure dCap 1/0O queue name
gsidcaploQueueOverwrite denied Is application allowed to overwrite queue name?
dcaploQueueOverwrite denied Is application allowed to overwrite queue name?

G i1 dFTP

Table 26.2. Variable Overview

Variable Default Value Description
gsiFtpPortNumber 2811 GSI - FTP port listen port
spaceReservation False Use the space reservation service
spaceReservationStrict False Use the space reservation service
performanceM arkerPeriod 180 Performance markersin seconds
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Variable

Default Value

Description

gplazmaPolicy

${ ourHomeDir} /etc/
dcachesrm-gplazma.policy

Location of the gPlazma Policy File

useGPlazmaA uthorizationM odule False Use the gPlazma module
useGPlazmaA uthorizationCell True UsethegPl azna cell
gsiftpPool Manager Timeout 5400 Pool Manager timeout in seconds
gsiftpPool Timeout 600 Pool timeout in seconds
gsiftpPnfsTimeout 300 Pnfs timeout in seconds
gsiftpMaxRetries 80 Number of PUT/GET retries
gsiftpMaxStreamsPerClient 10 Number of paralel streams per FTP PUT/GET
gsiftpDeleteOnConnectionClosed True Delete file on connection closed
gsiftpMaxLogin 100 Maximum number of concurrently logged in users
gsiftpAdapterinternal Interface Not set In case of two interfaces
clientDataPortRange 20000:25000 The client data port range
kpwdFile ${our HoneDir}/etc/ Legacy authorization

dcache. kpwd

SRM

Table 26.3. Variable Overview

Variable Default Value Description
srmPort 8443 srmPort
srmDatabaseHost | ocal host srmDatabaseHost
srmTimeout 3600 srmTimeout
srmVacuum True srmVacuum
srmVacuumPeriod 21600 srmVacuumPeriod
srmProxiesDirectory /tp srmProxiesDirectory
srmBufferSize 1048576 srmBufferSize
srmTcpBufferSize 1048576 srmTcpBufferSize
srmDebug True srmDebug
srmGetReqThreadQueueSize 1000 srmGetReqThreadQueueSize
srmGetReqThreadPool Size 100 srmGetReqThreadPool Size
srmGetRegM axWaitingRequests 1000 srmGetRegM axWaitingRequests
srmGetRegReadyQueueSize 1000 srmGetRegReadyQueueSize
srmGetRegM axReadyRequests 100 srmGetRegM axReadyRequests
srmGetRegM axNumberOf Retries 10 srmGetRegMaxNumberOf Retries
srmGetRegRetry Timeout 60000 srmGetRegRetry Timeout
srmGetRegM axNumOfRunningBy SameOwner 10 srmGetRegMaxNumOfRunningBy SameOwner
srmPutRegThreadQueueSize 1000 srmPutReqThreadQueueSize
srmPutRegThreadPool Size 100 srmPutReqThreadPool Size
srmPutRegM axWaitingRequests 1000 srmPutRegM axWaitingRequests
srmPutRegReadyQueueSize 1000 srmPutRegReadyQueueSize
srmPutRegM axReadyRequests 100 srmPutReqM axReadyRequests
srmPutRegM axNumberOf Retries 10 srmPutRegM axNumberOfRetries
srmPutRegRetry Timeout 60000 srmPutRegRetry Timeout
srmPutRegM axNumOfRunningBy SameOwner 10 srmPutRegM axNumOfRunningBy SameOwner
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Variable Default Value Description
srmCopyReqThreadQueueSize 1000 srmCopyReqThreadQueueSize
srmCopyReqThreadPool Size 100 srmCopyReqThreadPool Size
srmCopyRegqMaxWaitingReguests 1000 srmCopyRegMaxWaitingRequests
srmCopyRegMaxNumberOf Retries 30 srmCopyRegMaxNumberOfRetries
srmCopyRegRetry Timeout 60000 srmCopyRegRetry Timeout
srmCopyRegqMaxNumOfRunningBySameOwner 10 srmCopyRegM axNumOfRunningBySameOwner
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Chapter 27. Statistics Module for pre
1.6.7 releases

Patrick Fuhrmann

General remarks

Purpose

The dCache statistics module collects information on the amount of data stored on al pools and the total
dataflow including streams from and to tertiary storage systems. The module produces an ASCI|I file once
per hour, containing a table with information on the amount of used disk space and the data transferred
starting midnight up the this point in time. Datais sorted per pool and storage class. In addition to the hourly
statistics, files are produced reporting on the daily, monthly and yearly dCache activities. If enabled, a’ html’
treeis produced and updated once per hour allowing to navigate through the collected statistics information.

Availability

The dCache statistics module will be part of dCache releases 1.6.7 and higher. The codeis part of 1.6.6 but
needs to be enabled. At the end of this chapter some adviseis given on how to do that.

Directory and File formats

Directory Structure

The statistics module automatically creates adirectory tree, structured according to years, months and days.
Once per hour, at ot al . r awfileis produced undernesth the active year , nont h and day directories,
containing the sum over all pools and storage classes of the corresponding time interval. A days directory
contains detailed statistics per hour and for the whole day.

| St at Base/ YYYY/total .raw

/ St at Base/ YYYY/ M total . raw

/ St at Base/ YYYY/ MM DD/ tot al . raw

/ St at Base/ YYYY/ MM DY YYYY- Mt DD- day. r aw
/ St at Base/ YYYY/ MM DD/ YYYY- M DD- HH. r aw

File Format

Format of YYYY- MM DD- HH. r awor YYYY- M\t DD- day. r awfiles.

Table 27.1. File Format

Column Number Column Description
0 Pool Name
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Column Number Column Description

Storage Class
Bytes stored on this pool for this storage class at beginning of day
Number of files stored on this pool for this storage class at beginning of day

Bytes stored on this pool for this storage class at this hour or end of day

gl | W|N| -

Number of files stored on this pool for
this storage class at this hour or end of day

6 Total Number of transfers (in and out, dCache-client)
7 Total Number of restores (HSM to dCache)

8 Total Number of stores (dCache to HSM)

9 Total Number errors

10 Total Number of bytes transferred into dCache (from clients)
11 Total Number of bytes transferred out of dCache (to clients)
12 Total Number of tranferred from HSM to dCache
13 Total Number of tranferred from dCache to HSM

HTML Directory Structure

In casethe HTML functionality is enabled, which is the default, the statistics modules createsan ht ni tree
allowing to navigate between the different statistics views. Those files popul ate the same directory structure
asthexxx. r awfiles. The HTML root is at:

/ St at Base/ i ndex. ht m

and may be accessed via the dCache HT TP services using

http://headnode: 2288/ st ati stics/

(Don't forget the trailing slash)

How to activate the statistics module in
1.6.6

General remarks

The statistics modul e collects parts of itsinformation in memory of cells within the ht t pDomai n and the
stati sti csDomai n.Consequently thisinformationislost if oneor all of those components arerestarted.
As aresult, the day statistics may be significantly wrong if the restart happens at the end of the day. We
hope to overcome this problem with 1.6.7 and higher.

Moreover, because the module can only add up pool space for those pools which are up during the inquery
phase, disk space of pools which are down during that time is not counted.
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How to activate the statistics module in 1.6.6
Create afile in the dCache config directory with the following content:

set printout default 2
set printout Cell d ue none

onerror shutdown

#

check -strong setupFile

#

copy file:${setupFile} context:setupContext

# inport the variables into our $context.
# don't overwite already existing variables.

#

inport context -c setupContext

#

# Make sure we got what we need.
#

check -strong servicelLocat or Host servi celLocat or Port
check -strong statistics

create dng. cells. services. Routi ngvanager Routi ngWgr
create dng.cells.services. Locati onManager | m\

"${servicelLocatorHost} ${servicelLocatorPort}"

create di skCacheV1lll. services. Pool Stati sticsVO Pool Statistics \
"${statistics} \

-export \
# -create \
# -htm Base=${statistics} \

- domai n=${t hi sFqHost nane}"

The name of the file should best ati sti cs. bat ch. Switch to the dCache jobs directory and run

[root] # ./initPackage. sh

Ignore possible error messages. All necessary links will be created.

Find alocal disk areawith sufficient space available to store the statistics data. The subdirectory should be
empty and will be subsequently called (/St at Base).

Add thefollowing linetothecont ext htt pdSet up section of theconf i g/ ht t pd. bat ch file.

set alias statistics directory /StatBase

Add thefollowing lineto theconf i g/ dCacheSet up file:
statistics=/StatBase

Make surethereisno other st ati sti cs=.. entry.

Edit thefiledocs/ ski ns/ honme- ski n- basi c. ht nl : At two locations within this file, the statistics
link is commented out. Undo this.
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| mportant

The statistics link hasto be called hr ef ="/ st ati sti cs/". Makesurethetrailing/ (slash) is
present. Thisis not correcty doneinthedocs/ ski ns/ hone- ski n-basi c. ht m file.

Finally restart the ht t pd and start thest ati sti cs nodul e.

[root] # cd /opt/d-cache/jobs
[root] # ./httpd stop

[root] # ./httpd start

[root] # ./statistics start

Statisticsis calculated once per hour at HH:55. The daily stuff is calculated at 23:55. Without manual inter-
vention, it takes two midnights before all html statistics pages are available. Thereis away to get this done
after just one midnight. After the first midnight following the first startup of the statistics module, log into
thePool St ati sti cs cell and run the following commandsin the given sequence. The specified date has
to be the Year/Month/Day of t oday.

create htm Year Mnth Day
create htnl Year Month
create html Year

create htnl

Exanpl e (assunming today is April,11 2006)
create htnl 2006 04 11
create htnl 2006 04

create htnl 2006
create htn

The statisticsURL is

http:// headnode: 2288/ st ati stics/

(Don't forget the trailing slash)
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Chapter 28. dCache Clients
The SRMClient Suite

AnSRMURL hastheformsrm // dmx. | bl . gov: 6253/ / srm DRM srnmv1?SFN=/t np/tryland
thefile URL lookslikefil e:////tnp/ aaa.

srmcp

srmcp — Copy afile from or to an SRMor between two SRIVE.

Synopsis

sricp [option..]{sourceUrl} {destUrl}

Arguments

sourceUrl The URL of the sourcefile.
destUrl The URL of the destination file.
Options

gss_expect ed_nane

gl obus_tcp_port _range

streans_num

To enable the user to specify the gss expected name in the DN (Distin-
guished Name) of the srm server. The default valueishost .

If the CN of host where srm server is running is CN=srm
tanD1. f nal . gov, thengss_expect ed_nane should besrm

[user] $ srncp --gss_expected_name=srm sourcelUr| destinationUrl

To enable the user to specify arange of ports open for tcp connections as
apair of positive integers separated by “: ”, not set by default.

This takes care of compute nodes that are behind firewall.

gl obus_tcp_port _range=40000: 50000

[user] $ srntp --
gl obus_t cp_port_range=m nVal : maxVal sourceUr|l destinationUrl

To enable the user to specify the number of streams to be used for data
transfer. If set to 1, then stream mode is used, otherwise extended block
mode is used.

[user] $ srntp --streans_nun¥l sourceUrl destinationUrl

175



dCache Clients

server _node To enable the user to set the (gridftp) server mode for data transfer. Can
beacti ve or passi ve, passi ve by default.

Thisoption will have effect only if transfer is performed in astream mode
(seestreans_num

[user] $ srntp --streans_nun¥l --
server _node=acti ve sourceU | destinationUrl

Description

srmstage

srmstage — Request staging of afile.
Synopsis

srnst age [srnrl ..]
Arguments

srmUrl The URL of the file which should be staged.

Description

Provides an option to the user to stage files from HSM to dCache and not transfer them to the user right
away. This case will be useful if files are not needed right away at user end, but its good to stage them to
dcache for faster access later.
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This is the reference to all (important) cell commands in dCache. Y ou should not use any command not
documented here, unless you really know what you are doing. Commands not in this reference are used for
debugging by the developers.

This chapter servestwo purposes: The other parts of thisbook refer toit, whenever acommand is mentioned.
Secondly, an administrator may check here, if he wonders what a command does.

Common Cell Commands

pin

pin — Adds a comment to the pinboard.
Synopsis

pi n { conment }

Arguments

comment A string which is added to the pinboard.

Description

Info

info — Print info about the cell.
Synopsis

i nfo[-d [-]

Arguments

-a  Display more information.

-l Display long information.

Description

Theinfo printed by info depends on the cell class.
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dump pinboard

dump pinboard — Dump the full pinboard of the cell to afile.
Synopsis

dunp pi nboard{fil enane}

Arguments

filename The file the current content of the pinboard is stored in.

Description

show pinboard

show pinboard — Print a part of the pinboard of the cell to STDOUT.
Synopsis

show pi nboard[1ines]

Arguments

lines The number of lines which are displayed. Default: all.

Description

Pnf sManager Commands

pnfsidof

pnfsidof — Print the pnf s id of afile given by its global path.
Synopsis

pnf si dof { gl obal Pat h}

Description

Printthepnf s id of afilegiven by itsglobal path. Theglobal path always startswith the* Virtual Global Path”
as given by the “info” -command.
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flags remove

flags remove — Remove aflag from afile.
Synopsis
flags remove{ pnfsid} { key..}

Arguments
pnfsid The pnf s id of thefile of which aflag will be removed.

key flags which will be removed.

Description

flags Is

flagsls— List theflags of afile.

Synopsis
flags Is{pnfsid}

pnfsid The pnf s id of the file of which aflag will be listed.

Description

flags set

flags set — Set aflag for afile.

Synopsis

flags set { pnfslid}{key=val ue ..}
Arguments

pnfsid Thepnf s id of thefile of which flags will be set.

key The flag which will be set.

value The value to which the flag will be set.

Description
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metadataof

metadataof — Print the meta-data of afile.

Synopsis

net adat aof {[ pnfsld]|[gl obal Path ]} [-V] [-n] [-se]
Arguments

pnfsid Thepnf s id of thefile.

global Path The global path of thefile.

Description

pathfinder

pathfinder — Print the global or local path of afile fromits PNFSid.
Synopsis

pat hfi nder { pnfsld} [[-global] | [-local]]

Arguments
pnfsid The pnf s Id of thefile.
-global Print the global path of thefile.

-local Print the local path of thefile.

Description

set meta

set meta — Set the meta-data of afile.

Synopsis

set neta{[pnfsld]|[gl obal Pat h]} {ui d} {gi d} {pernt} {l evel I nfo...}

Arguments

pnfsid The pnf s id of thefile.
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globalPath The global path oathefile.

uid The user id of the new owner of thefile.
gid The new group id of thefile.

perm The new file permitions.

levellnfo The new level information of thefile.
Description

storageinfoof

stor ageinfoof — Print the storage info of afile.
Synopsis

st or agei nf oof {[pnfsld]|[gl obal Pat h]} [-v] [-n] [-S€]

Arguments
pnfsid Thepnf s id of thefile.

global Path The global path oathefile.

Description

cacheinfoof

cacheinfoof — Print the cache info of afile.
Synopsis

cachei nf oof {[pnf sl d]|[gl obal Pat h]}

Arguments
pnfsld The pnf s id of thefile.

globalPath The global path oathefile.

Description

181



dCache Cell Commands

Pool Commands

rep Is

rep Is— List the files currently in the repository of the pool.
Synopsis

rep | s[pnfsld.]|[-I=s|p]|l|u|nc|e..][-s=k|m]|g]|t]

pnfsid The pnf s ID(s) for which the files in the repository will be listed.

-l List only the files with one of the following properties:

s sticky files

p precious files

| | ocked files

u files in use

nc files which are not cached

e files with an error condition
-S Unit, the filesize is shown:

k data anount in KBytes

m data anount in MBytes

g data anpunt in GBytes

t data anount in TBytes
Description

st set max active

st set max active — Set the maximum number of active store transfers.

Synopsis
st set max active {maxActiveSt oreTransfers}

maxActiveStoreTransfers The maximum number of active store transfers.

Description

Any further requests will be queued. This value will also be used by the cost module for calculating the
performance cost.

rh set max active

rh set max active — Set the maximum number of active restore transfers.
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Synopsis

rh set max active {maxActi veRet oreTransfers}

maxA ctiveRetoreTransfers The maximum number of active restore transfers.
Description

Any further requests will be queued. This value will also be used by the cost module for calculating the
performance cost.

mover set max active

mover set max active — Set the maximum number of active client transfers.
Synopsis
nmover set nmax active {maxActived i ent Transf er s} [- queue=nover QueueNane]

maxActiveClientTransfers The maximum number of active client transfers.

moverQueueName The mover queue for which the maximum number of active transfers
should be set. If thisis not specified, the default queue is assumed, in
order to be compatible with previous versions which did not support
multiple mover queues (before version 1.6.6).

Description

Any further requests will be queued. This value will also be used by the cost module for calculating the
performance cost.

p2p set max active

p2p set max active — Set the maximum number of active pool-to-pool server transfers.
Synopsis

p2p set max active {maxActiveP2PTransf ers}

maxActiveP2PTransfers The maximum number of active pool-to-pool server transfers.

Description

Any further requests will be queued. This value will also be used by the cost module for calculating the
performance cost.
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pp set max active

pp set max active — Set the value used for scaling the performance cost of pool-to-pool client transfers
analogousto the other set max acti ve-commands.

Synopsis
pp set max active {nmaxActi vePPTransfers}
maxActivePPTransfers The new scaling value for the cost calculation.

Description

All pool-to-pool client requests will be performed immediately in order to avoid deadlocks. This value will
only used by the cost module for calculating the performance cost.

set gap

set gap — Set the gap parameter - the size of free space below which it will be assumed that the pool is
full within the cost calculations.

Synopsis

set gap {gapPar a}

gapPara The size of free space below which it will be assumed that the pool isfull. Default is 4GB.
Description

The gap parameter is used within the space cost calculation scheme described in the section called “The
Space Cost”. It specifies the size of free space below which it will be assumed that the pool is full and
conseguently the least recently used file has to be removed if anew file has to be stored on the poal. If, on

the other hand, the free space is greater than gapPara, it will be expensive to store afile on the pool which
exceeds the free space.

set breakeven

set breakeven — Set the breakeven parameter - used within the cost calculations.
Synopsis

set breakeven {br eakevenPar a}

breakevenPara The breakeven parameter has to be a positive number smaller than 1.0. It specifiesthe
impact of the age of the least recently used file on space cost. It the LRU fileis one
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week old, the space cost will beequal to (1 + breakeven) . Note that this will
not be true, if the breakeven parameter has been set to a value greater or equal to 1.

Description

The breakeven parameter is used within the space cost calculation scheme described in the section called
“The Space Cost”.

mover Is

mover |s— List the active and waiting client transfer requests.
Synopsis

nmover | s [{-queue} |{-queue=queueNane}]

gueueName  The name of the mover queue for which the transfers should be listed.

Description

Without parameter all transfers are listed. With - queue all requests sorted according to the mover queue
arelisted. If aqueueis explicitly specified, only transfersin that mover queue are listed.

migration cache

migration cache — Caches replicas on other pools.

SYNOPSIS

nm gration cache [options]target..

DESCRIPTION

Cachesreplicas on other pools. Similar to migration copy, but with different defaults. See migration copy
for adescription of al options. Equivalent to: migration copy -smode=same -tmode=cached

migration cancel

migration cancel — Cancels amigration job

SYNOPSIS

m gration cancel [-force] job

DESCRIPTION

Cancels the given migration job. By default ongoing transfers are allowed to finish gracefully.
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migration clear

migration clear — Removes completed migration jobs.

SYNOPSIS

m gration clear

DESCRIPTION

Removes completed migration jobs. For reference, information about migration jobs are kept until explicitly
cleared.

migration concurrency

migration concurrency — Adjusts the concurrency of ajob.

SYNOPSIS

m gration concurrencyjobn

DESCRIPTION

Sets the concurrency of j ob ton.

migration copy

migration copy — Copiesfiles to other pools.

SYNOPSIS

m gration copy [options]target...

DESCRIPTION

Copiesfilesto other pools. Unless filter options are specified, all files on the source pool are copied.

The operation is idempotent, that is, it can safely be repeated without creating extra copies of the files. If
the replica exists on any of the target pools, then it is not copied again. If the target pool with the existing
replicafails to respond, then the operation is retried indefinitely, unless the job is marked as eager.

Both the state of the local replicaand that of the target replica can be specified. If the target replica aready
exists, the state is updated to be at least as strong as the specified target state, that is, the lifetime of sticky
bitsis extended, but never reduced, and cached can be changed to precious, but never the opposite.

Jobs can be marked permanent. Permanent jobs never terminate and are stored in the pool setup file with the
'save’ command. Permanent jobs watch the repository for state changes and copy any replicas that match

186



dCache Cell Commands

the selection criteria, even replicas added after the job was created. Notice that any state change will cause
areplicato be reconsidered and enqueued if it matches the selection criteria - also replicas that have been

copied before.
Options
-state=cached|precious

-sticky[=owner [,owner ...]]
-storage=c| ass

-pnfsid=pnf si d[,pnf si d] ...
-accessed=n|[n]..[m

-size=n|[n]..[n

Only copy replicasin the given state.

Only copy sticky replicas. Can optionally belimited tothelist of own-
ers. A sticky flag for each owner must be present for the replica to
be selected.

Only copy replicas with the given storage class.
Only copy replicas with one of the given PNFSIDs.

Only copy replicas accessed n seconds ago, or accessed within the
given, possibly open-ended, interval. E.g. -accessed=0..60 matches
files accessed within the last minute; -accesed=60.. matches files ac-
cessed one minute or more ago.

Only copy replicas with size n, or a size within the given, possibly
open-ended, interval.

-smode=same|cached| Update the local replicato the given mode after transfer:

preci ous|remov-

ableldelete]+owner [(1 i f et i me)] ... paMme does not change the local state (this is the default).
cached marksit cached.
precious marks it precious.

-tmode=same]cached|
precioug+owner [(I i f et i me)]...]

-pins=movelkeep

removable marks it cached and strips all existing sticky flags
exluding pins.

delete deletesthe replicaunlessit is pinned.

An optional list of sticky flags can be specified. The lifetime isin
seconds. A lifetime of 0 causestheflag toimmediately expire. Notice
that existing sticky flags of the same owner are overwritten.

Set the mode of the target replica:

same applies the state and sticky bits excluding pins of the
local replica (thisisthe default).

cached marks it cached.

precious marks it precious.

An optional list of sticky flags can be specified. The lifetime is in
seconds.

Controls how sticky flags owned by the pin manager is handled:
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-select=proportional |best|random

-target=pool |pgroup|link
-refresh=t i ne

-exclude=pool [,pool ..]

-concurrency=concurrency

-eager
-permanent

migration info

move Ask pin manager to move pins to the target pool.
keep  Keep pin on the source pooal.

Determines how a pool is selected from the set of target pools:

proportional selects a pool with a probability inversely pro-
portional to the cost of the pool.

best selects the pool with the lowest cost.

random selects apool randomly.

The default is proportional.

Determines the interpretation of the target names. The default is
"poal’.

Specifies the period in seconds of when target pool information is
gueried from the pool manager. The default is 300 seconds.

Exclude target pools.
Specifies how many concurrent transfers to perform. Defaultsto 1.

Copy replicas rather than retrying when pools with existing replicas
fail to respond.

Mark job as permanent.

migration info — Shows detailed information about a migration job.

SYNOPSIS
mgration infojob

DESCRIPTION

Shows detailed information about a migration job. Possible job states are:

INITIALIZING Initial scan of repository

RUNNING Job runs (schedules new tasks)

SLEEPING A task failed; no tasks are scheduled for 10 seconds

SUSPENDED Job suspended by user; no tasks are scheduled

CANCELLING  Job cancelled by user; waiting for tasks to stop
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CANCELLED Job cancelled by user; no tasks are running

FINISHED Job completed

Job tasks may bein any of the following states:

Queued

GettingL ocations
UpdatingExistingFile
CancellingUpdate
InitiatingCopy
Copying

Pinging
NoResponse
Waiting
MovingPin
Cancelling
Cancelled

Failed

Done

migration Is

Queued for execution

Querying PnfsManager for file locations
Updating the state of existing target file

Task cancelled, waiting for update to complete
Request send to target, waiting for confirmation
Waiting for target to compl ete the transfer
Ping send to target, waiting for reply

Cell connection to target lost

Waiting for final confirmation from target
Waiting for pin manager to move pin
Attempting to cancel transfer

Task cancelled, file was not copied

The task failed

The task completed successfully

migration Is— Lists all migration jobs.

SYNOPSIS

mgration |s

DESCRIPTION

Listsall migration jobs.

migration move

migration move — Moves replicas to other pools.
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SYNOPSIS

nm gration nove [options]target...

DESCRIPTION

Moves replicas to other pools. The source replica is deleted. Caches replicas on other pools. Similar to
migration copy, but with different defaults. Accepts the same options as migration copy. Equivalent to:
migration copy -smode=del ete -tmode=same -pins=move

migration suspend
migration suspend — Suspends a migration job.
SYNOPSIS

m gration suspend job

DESCRIPTION

Suspends amigration job. A suspended job finishes ongoing transfers, but is does not start any new transfer.

migration resume

migration resume — Resumes a suspended migration job.

SYNOPSIS

m gration resune job

DESCRIPTION

Resumes a suspended migration job.

Pool Manager Commands

rcls

rcls— List the requests currently handled by the Pool Manager
Synopsis

rc |s[regul ar Expression] [-w]
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Description

Lists al requests currently handled by the pool manager. With the option - w only the requests currently
waiting for aresponse are listed. Only requests satisfying the regular expression are shown.

cmls

cm Is— List information about the pools in the cost module cache.
Synopsis
cmls|[-r][-d[-s][fileSize]

-r  Also list the tags, the space cost, and performance cost as calculated by the cost module for a file of
sizefil eSi ze (or zero)

-d Alsolist the space cost and performance cost as calculated by the cost module for afileof sizefi | e-
Si ze (or zero)

-t Alsolist the time since the last update of the cached information in milliseconds.

Description
A typical output reads

(Pool Manager) admin > cmls -r -d -t 12312434442

pool Nanel={ R={ a=0; n¥2; q=0}; S={ a=0; n¥2; g=0} ; M={ a=0; m=100; q=0} ; PS={ a=0; m=20; q=0} ; PC={ a=0; m=20; q=0};
(..linecontinues...) SP={t=2147483648; f =924711076; p=1222772572; r =0; | ru=0; { g=20000000; b=0. 5} } }

pool Nanel={ Tag={{ host nanme=host nane}}; si ze=543543543; SC=1. 7633947200606475; CC=0. 0; }

pool Nane1=3180

pool Nane2={ R={ a=0; n¥2; q=0} ; S={ a=0; n¥2; g=0} ; M={ a=0; m=100; q=0} ; PS={ a=0; m=20; q=0} ; PC={ a=0; m=20; q=0};
(..linecontinues...) SP={t=2147483648; f =2147483648; p=0; r =0; | r u=0; { g=4294967296; b=250. 0} } }

pool Nane2={ Tag={ { host name=host nane}}; si ze=543543543; SC=0. 0030372862312942743; CC=0. 0; }

pool Nane2=3157

set pool decision

set pool decision — Set the factors for the calculation of the total costs of the pools.
Synopsis

set pool deci si on [-spacecostfactor=scf ] [-cpucostfactor=ccf ] [-costcut=cc]
scf  Thefactor (strength) with which the space cost will be included in the total cost.

ccf  Thefactor (strength) with which the performance cost will be included in the total cost.

cc Deprecated since version 5 of the pool manager.
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Description
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Chapter 30. dCache Developers Corner

This chapter provides useful informatiom for dCache developers and is included as reference material and
theory of operation.

The StoragelnfoQuotaObserver cell

The Storagel nfoQuotaObserver keeps track on spaces for al attached pools. The space granularity is based
on the Storagel nfo. It records precious, total, pinned, free and removabl e spaces of currently available pools.
Pools, not active are not counted. Spaces may be queried by pool, storageinfo or link. For link queries,
additional, link specific information is provided for convenience.

Calling Sequence

#
define context QuotaManagerSetup endDefine
set pool query interval 180
set pool query steps 20
set pool query break 200
set pool manager query interval 350
set pool validity tineout 400
endDef i ne
#
create di skCacheV11l. servi ces. space. St or agel nf oQuot aCbserver Quot aManager \
"default -export”
#

Parameter setter commands

These commands allow to customize the behaviour of the Storagel nfoQuotaObserver. They many deter-
mine how often information is updated and how aggressive the cells queries other services for updates. The
meaning of theset pool / pool manager query i nterval isobvious. Because of the fact, that the
number of poolsto query can be rather large, the cell allows to send the space update queriesin junks with
some timeinbetween. Thejunk sizeisset by set pool query st eps andthe break between sending
junksby set pool query break.If nopool information arrived withintheset pool validity
ti meout the corresponding pool is declared OFFLINE and the spaces are no longer counted.

Table 30.1. Parameter setting reference

Command Argu- Argu- M eaning
ment Type | ment Unit
set pool query interval Time Seconds Time interval between pool space queries
set poolmanag- Time Seconds Time interval between pool
er query interval manager pool/link queries
set pool query break Time Milli-seconds| Time interval between pool query 'steps
set pool query steps Counter None Number of space queries between 'break’
set pool validity timeout Time Seconds If if pool info arrived within this
time, the pool is declared OFFLINE
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Information query commands

» show pool [pool Nane]

e show link [- a] Lists spaces per link. The - a option provides additional information, eg. the storage
classes and pools assigned to the particular link.

» show sci Lists spaces per storage el ement.

Messages

This cells currently replies on the following cell messages. The different sections are all relative to
di skCacheV111. vehi cl es.

Pool Myr Get Pool Li nks

The Storagel nfoQuotaCell providesalist of Pool Li nkl nf o structures, one per known link, on arrival of
the message. Each Pool Li nkl nf o isfilled with the name of the link, the list of storage classes, this link
is associtated to, and the totally available space, |eft in thislink. OFFLINE pools are not counted.

Quot aMgr CheckQuot aMessage

Storagel nfoQuotaCell provides the soft and hard quota defined for the specified St or ageCl ass together
with the space used.
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Table31.1.

Port number Description Component

32768 and 32768 isused by the NFSlayer within  |NFS
dCache which is based upon rpc.
This service is essentia for rpc.

1939 and 33808 is used by portmapper which is al- | portmap
so involved in the rpc dependen-
cies of dCache.

34075 isfor postmaster listening to Outbound for SRM PnfsDomain,
requests for the PostgreSQL dCacheDomain and doors; in-
database for dCache database bound for PostgreSQL server.
functionality.

33823 isused for internal dCache com- | By default: outbound for al com-
munication. ponents, inbound for dCache do-

main.

8443 isthe SRMport. See Chapter 14, |Inbound for SRM
dCache Storage Resource Manag-
er

2288 is used by the web interface to Inbound for httpdDomain
dCache.

22223 isused for the dCache adminin- | Inbound for adminDomain
terface. See the section called
“The Admin Interface”

22125 is used for the dCache dCap pro- |Inbound for dCap door
tocol.

22128 is used for the dCache GSI dCap .|Inbound for GSI dCap door
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Chapter 32. Glossary

The following terms are used in dCache.

tertiary storage system

tape backend

Hierarchical Storage Manag-
er (HSM)

HSM type

Large File Store (LFS)

A mass storage system which stores data and is connected to the dCache
system. Each dCache pool will write files to it as soon as they have been
completely written to the pool (if the pool isnot configured asaLFS). The
tertiary storage system is not part of dCache. However, it is possible to
connect any mass storage system as tertiary storage system to dCache via
asimple interface.

A tertiary storage system which stores data on magnetic tapes.

See tertiary storage system.

The type of HSM which is connected to dCache as a tertiary storage sys-
tem. The choice of the HSM type influences the communication between
dCache and the HSM. Currently thereare osmand enst or e. osmisused
for most HSMs (TSM, HPSS, ...).

A Large File Store is the name for a dCache instance that is acting as a
filesystem independent to, or in cooperation with, an HSM system. When
dCacheis acting as an LFS, files may be stored and later read without in-
volving any HSM system.

Whether a dCache instance provides an LFS depends on whether there are
pools configured to do so. The LFS option, specified for each pool within
the pool | i st file, describes how that pool should behave. This option
can take three possible values:

none the pool does not contribute to any
LFS capacity. All newly written files
are regarded precious and sent to the
HSM backend.

preci ous Newly create files are regarded as
precious but are not scheduled for the
HSM store procedure. Consequently,
thesefilewill only disappear fromthe
pool when deleted in the namespace.

vol atil e (ortransient) Newly create files are regarded
cached and are not scheduled for the
HSM store procedure. Though they
will never be stored on tape, thesefile
are part of the aging procedure and
will be removed as soon as new space
is needed.
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Glossary

to store
to restore
to stage

transfer

mover

ThedCacheSet up File

Primary Network Interface

pool |'i st File

L ocation Manager

Cell

Note

Thevol atil e Ifsmodeis
deprecated and should not be
used.

Copying afile from a dCache pool to the tertiary storage system.
Copying afilefrom thetertiary storage systemto one of the dCache pools.
Seeto restore.

Any kind of transfer performed by adCache pool. There are store, restore,
pool to pool (client and server), read, and write transfers. The latter two are
client transfers.

See Also mover.

The process/thread within a pool which performs atransfer. Each pool has
alimited number of movers that may be active at any time; if thislimit is
reached then further requests for data are queued.

In many protocols, end clients connect to a mover to transfer file contents.
To support this, movers must speak the protocol the end client is using.
See Also transfer.

This is the primary configuration file of a dCache host. It is locat-
ed at $dcache_hone/ confi g/ dCacheSet up (typicaly / opt / d-
cache/ confi g/ dCacheSet up). Each domain uses the file con-
fi g/ domai nNameSet up which is in fact a symbolic link to con-
fi g/ dCacheSet up. Theconfi g/ dCacheSet up file might even be
the same across the hosts of a dCache instance.

The poollist files are a collection of filesin the/ opt / d- cache/ con-
fi g directory. Each pool | i st file describes the set of pools that
should be available for a given node. These files have a filename like
host nane. pool | i st ,wherehost nane isthe simple hosthame of the
node the pools are to run on.

The file consists of one or more lines, with each line describing a pool.

The location manager is a cell that instructs a newly started domains to
which domain they should connect. This alows domains to form arbitrary
network topol ogies; although, by default, adCacheinstancewill form astar
topology with the dCacheDorai n domain at the centre.

A cell is a collection of Java threads that provide a discrete and simple
service within dCache. Each cell is hosted within a domain.
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Glossary

Domain

Door

JavaVirtual Machine (JVM)

Well Known Céll

Pinboard

Breakeven Parameter

Secondary Network Inter-
face

Cells have an address derived from concatenating their name, the @symbol
and their containing domain name.

A domain is a collection of one or more cells that provide a set of related
services within adCache instance. Each domain requiresits own JavaVir-
tual Machine. A typical domain might provide external connectivity (i.e.,
adoor) or manage the pools hosted on a machine.

Each domain has at least one cell, called the Sy st emcell and many tunnel
cells for communicating with other Domains. To provide a useful service,
adomain will contain other cells that provide specific behaviour.

Door is the generic name for special cells that provides the first point of
access for end clients to communicate with a dCache instance. There are
different door implementations (e.g., GSI dCap door and G- i dFTP door),
allowing a dCache instance to support multiple communication protocols.

A door will (typically) bind to awell-known port number depending on the
protocol the door supports. This allows for only a single door instance per
machine for each protocol.

A door will typically identify which pool will satisfy the end user’s oper-
ation and redirect the client to the corresponding pool. In some cases this
isnot possible; for example, some protocols (such as Gri dFTP version 1)
do not allow serversto redirect end-clients, in other cases pool servers may
be behind a firewall, so preventing direct access. When direct end-client
access is not possible, the door may act as a data proxy, streaming data to
the client.

By default, each door is hosted in a dedicated domain. This allows easy
control of whether a protocol is supported from a particular machine.

Java programs are typically compiled into a binary form called Java byte-
code. Byte-code is comparable to the format that computers understand
native; however, no mainstream processor understands Java byte-code. In-
stead compiled Java programstypically require atranslation layer for them
to run. Thistrandation layer is called a Java Virtual Machine (WM). Itis
a standardised execution environment that Java programs may run within.
A VM istypically represented as a process within the host computer.

A well-known cell isacell that registersitself centrally. Within the admin
interface, awell-known cell may be referred to by just its cell name.

The pinboard is a collection of messages describing events within dCache
and issimilar to alog file. Each cell will (typically) haveits own pinboard.
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least recently used (LRU)
File

Default Mover Queue

Namespace

pnf s filesystem

pnf s dot command

pnfs level

pnf s directory tag

pnfsID

The namespace is acore component of dCache. It maps each stored fileto a
unique identification number and allows storing of metadata against either
files or directories.

dCache supports two (independent) namespace implementations. pnf s
and Chimera.

pnf s isafilesystem that uses adatabaseto store al information, including
the contents of files. This filesystem is made available via NFS, so autho-
rised hosts can mount pnf s and use it like any other file system.

dCache may use pnf s as its namespace. Although it is possible to store
file contents in pnf s, dCache does not do this. Instead dCache stores the
file data on one (or more) pools.

pnf s includes some unique additional properties. These include dot com-
mands, pnf s IDs, levels, directory tags and wormhol es.

To configure and access some of the special features of the pnf s filesys-
tem, special files may be read, written to or created. These files all start
with adot (or period) and have one or more parameters after, each param-
eter is contained within a set of parentheses; for example, thefile. (t ag)
(f 0o0) isthepnf s dot command for reading or writing thef oo directory
tag value.

Care must be taken when accessing adot command from ashell. Shellswill
often expand parentheses so the filename must be protected against this;
for example, by quoting the filename or by escaping the parentheses.

In pnf s, each file can have up to eight independent contents; these file-
contents, called levels, may be accessed independently. dCache will store
somefilemetadatain levels 1 and 2, but dCache will not store any file data
inpnfs.

pnf s includesthe concept of tags. A tag is akeyword-value pair associat-
ed with a directory. Subdirectories inherit tags from their parent directory.
New values may be assigned, but tags cannot be removed. The dot com-
mand . (t ag) (f 0o) may be used to read or writetag f oo’svalue. The
dot command . (t ags) () may beread for alist of al tagsin that file's
subdirectory.

More details on directory tags are given in the section called “Directory
Tags'.

Each component (file, directory, etc) in apnf s instance has aunique ID:
a 24-digit hexadecimal number. This unique ID is used in dCache to refer
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Glossary

Pool to Pool Transfer

Storage Class

bat ch File

Context

Wormhole

Chimera

ChimeralD

Replica

Precious Replica

Cached Replica

to files without knowing the component’s name or in which directory the
component is located.

More details on pnf s IDs are given in the section called “pnfsIDs”.

A pool-to-pool transfer is one where afile is transferred from one dCache
pool to another. Thisistypically done to satisfy aread request, either asa
load-balancing technique or because the file is not available on pools that
the end-user has access.

A batch file describes which cellsin a domain are to be started and with
what options. They typically have filenames from combining the name of
adomain with . bat ch; for example, the dCacheDomai n domain has a
corresponding batch filedCache. bat ch

Although the cells in a domain may be configured by altering the corre-
sponding batch file, most typical changes can be altered by editing the
dCacheConfi g fileand thisis the preferred method.

A wormholeisafeature of thepnf s filesystem. A wormholeisafilethat is
accessiblein al directories; however, thefileisnot returned when scanning
adirectory(e.g., using the Is command).

More details on wormholes are given in the section called “ Global Config-
uration with Wormholes'.

Chimera is a namespace implementation that is similar to pnf s but pro-
vides better integration with a relational database. Because of this, it al-
lows additional functionality to be added, so some dCache features require
a chimera namespace.

Many pnf s features are available in Chimera, including levels, directory
tags and many of the dot commands.

A Chimera ID is a 36 hexadecimal digit that uniquely defines afile or di-
rectory. It'sequivalent toapnf s ID.

It is possible that dCache will choose to make afile accessible from more
than one pool using a pool-to-pool copy. If this happens, then each copy
of thefileisareplica

A fileisindependent of which pool is storing the data whereas areplicais
uniquely specified by the pnf s ID and the pool nameiit is stored on.

A precious replicais areplica that should be stored on tape.

A cached replicais areplica that should not be stored on tape.
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Replica Manager

Storage Resource Manager
(SRM)

pnf s Companion

Billing/Accounting

Pool Manager

Cost Module

Pool Selection Unit

Pin Manager

Thereplicamanager keepstrack of the number of replicas of each filewith-
in a certain subset of pools and makes sure this number is aways within
a specified range. This way, the system makes sure that enough versions
of each file are present and accessible at all times. Thisis especially useful
to ensure resilience of the dCache system, even if the hardware is not reli-
able. The replica manager cannot be used when the system is connected to
atertiary storage system. The activation and configuration of the replica
manager is described in Chapter 6, Resilience with the Replica Manager .

An SRM provides a standardised webservice interface for managing a stor-
ageresource (e.g. adCacheinstance). It ispossibleto reserve space, initiate
file storage or retrieve, and replicate files to another SRM. The actual trans-
fer of datais not done viathe SRM itself but viaany protocol supported by
both parties of the transfer. Authentication and authorisation is done with
the grid security infrastructure. dCache comes with an implementation of
an SRM which can turn any dCache instance into a grid storage element.

The pnf s companion is a (database) table that stores dCache specific in-
formation; specifically, on which pools a file may be found. dCache can
operate without acompanion and will storefilelocation information within
alevel.

Storing replicalocation information in the companion database greatly im-
proves the performance of dCache as the location information is often
queried by the pool manager.

Although a companion database may be used with Chimera, doing so pro-
vides no performance improvements and is not recommended.

Accounting information is either stored in a text file or in a PostgreSQL
database by the bi | | i ng cell usualy started in the ht t pDomai n do-
main. Thisis described in Chapter 24, Accounting.

The pool manager isthe cell running inthedCacheDomai n domain. It is
a central component of a dCache instance and decides which pool is used
for an incoming request.

The cost module is a Java class responsible for combining the different
types of cost associated with a particular operation; for example, if afileis
to be stored, the cost module will combine the storage costs and CPU costs
for each candidate target pool. The pool manager will choose the candidate
pool with the least combined cost.

The pool selection unit is a Java class responsible for determining the set
of candidate pools for a specific transaction. A detailed account of its con-
figuration and behaviour isgiven in the section called “The Pool Selection
Mechanism”.

The pin manager isacedll by default runningintheuti | i ty domain. Itis
acentral service that can “pin” filesto apool for a certain time. It is used
by the SRMto satisfy prestage requests.
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Space Manager

Pool

sweeper

HSM sweeper

cost

performance cost

space cost

The (SRM) Space Manager isacell by default running in the sr mdomain.
It is acentral service that records reserved space on pools. A space reser-
vation may be either for a specific duration or never expires. The Space
Manager is used by the SRMto satisfy space reservation requests.

A pool is a cell responsible for storing retrieved files and for providing
access to that data. Data access is supported via movers. A machine may
have multiple pools, perhaps due to that machine’ s storage being split over
multiple partitions.

A pool must have aunique name and all pool cells on a particular machine
are hosted in adomain that derivesits name from the host machine’ s name.

Thelist of directoriesthat areto store pool dataarefoundinthepool | i st
File, which islocated on the pool node.

A sweeper isan activity located on apool. Itisresponsiblefor deleting files
on the pool that have been marked for removal. Files can be marked for
removal because their corresponding hamespace entry has been deleted or
because the local file is a cache copy and more disk space is needed.

The HSM sweeper, if enabled, is a component that is responsible for re-
moving files from the HSVI when the corresponding namespace entry has
been removed.

The pool manager determinesthe pool used for storing afile by calculating
acost value for each available pool. The pool with the lowest cost is used.
The costs are calculated by the cost module as described in . The total cost
isalinear combination of the l.e.,

whereccf andscf areconfigurable with the command set pool decision.

See Also gl-cost.

See Also gl-cost.
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